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Figure 1: Participants are categorised based on knowledge, phishing detection ability, and other variables. The variables listed
were the most helpful in differentiating between users. They then undergo a personalised training that consists of different
combinations of training elements aimed at bringing all participants to a high proficiency level, i.e., the low proficiency group
receives the highest number of training elements and shows the highest level of phishing proficiency improvements due to
tailored training content.

ABSTRACT
Training is important to support users in phishing detection. To

better match phishing training content with users’ current skills,

personalised training has huge potential. Therefore, we evaluated

personalised training with N=96 participants in an online study.

Participants were assigned to one of three groups based on a phish-

ing proficiency score and received tailored training material. The

training enhanced overall phishing proficiency, but also levelled

the playing field, bringing all groups, regardless of their initial pro-

ficiency, to an equivalent post-training phishing proficiency level.
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For group assignment, the findings show that most person-related

information, like age or personality traits, do not seem to affect

phishing proficiency in a meaningful way. Yet, security awareness

scales like the HAIS-Q or SA-13 seem to be useful indicators of

phishing proficiency. The results demonstrate the feasibility of a

personalised phishing intervention using relatively sparse data for

categorisation into groups that receive tailored training content.

Further research is needed to systematically evaluate the benefits

and challenges of personalised phishing training.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI; •
Security and privacy → Human and societal aspects of secu-
rity and privacy.
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1 INTRODUCTION
Phishing is an acute cybersecurity challenge. The number of phish-

ing emails is both at an all-time high and still expected to rise [4, 51].

To counter this threat, technical barriers are useful [52], but human-

centred approaches including training are equally essential [51, 54].

Cybersecurity training usually serves specific goals, such as in-

creasing knowledge [28], raising awareness [24], making users

more alert [26], or nudging users [55]. Despite recognition of the

human factor in cybersecurity [51, 54] and the importance of con-

text [5, 12], most phishing training follows a ‘one size fits all’ ap-

proach (e.g., [10, 13, 28, 50]). Accordingly, they neglect individual

differences [1, 11, 20, 48, 49]. Personalising phishing training based

on user expectations, knowledge, experience, or context can be

highly beneficial and increase its effectiveness [1, 25]. Personalised

approaches have been proposed as a key factor for intervention

success [5], are shown to enhance the effectiveness of anti-phishing

training [25], and are recommended as central success factors by

cybersecurity professionals [20]).

There are several barriers to the implementation of personalisa-

tion in cybersecurity training. For one, there is a lack of knowledge

on how training should be personalised, i.e., what data should be

collected, which factors should be considered, or to what degree
the content is modified. Furthermore, institutions tend to focus

on easy-to-implement training due to limited cybersecurity bud-

gets [1], while also complying with data privacy standards [46].

Both factors might hinder the development or application of per-

sonalised training. Therefore, in this work, we evaluate a phishing

training that can be personalised with comparably little effort to

great effect and investigate to what degree privacy-invasive infor-

mation needs to be factored into the personalisation.

Research Aim. The aim of this work was to explore the poten-

tial of personalised phishing training. In particular, we analysed

whether presenting different training elements based on variables

related to phishing proficiency (e.g., phishing knowledge or phish-

ing detection capabilities) increases training effectiveness. Addi-

tionally, we wanted to explore the suitability of a single aggregate

score as the basis for the classification.

We split this research aim into three concrete research questions:

RQ1: What factors are the most helpful for differentiating between

users’ phishing proficiency and for selecting matching training

components? RQ2: To what extent can a single composite score of

various factors be used to categorise users into different proficiency

levels? RQ3: To what extent can the education and awareness train-

ing elements for users with low or medium proficiency increase

their proficiency to a similar level as high-proficiency users?

2 RELATEDWORK
In learning research, personalisation has long been identified as

a beneficial factor that substantially enhances learning [15], as it

accommodates individual differences [11]. For instance, Klašnja-

Milićević et al. [27] found that a learning software based on learn-

ing style and pre-existing knowledge substantially enhances test

scores compared to a non-personalised control. A similar approach

is used in adaptive learning, where training adapts in difficulty

based on participant performance. Seda et al. [44] investigated

adaptive learning in the cybersecurity context and found that it

increased participants’ training success rates. However, while adap-

tive learning techniques modify content based on user variables,

they primarily do this by offering difficulty variations of the same

content [23, 53]. Therefore, the learning experience is more acces-

sible to low-performing users but does not address different needs

or goals, such as by changing training elements or content.

Jampen et al. [25] conducted a comprehensive analysis of factors

that affect phishing training effectiveness, finding that personali-

sation is a key factor as users differ in their capabilities. However,

efforts in cybersecurity to provide personalised or interactive train-

ing forms (e.g., [10, 29, 45]) are hampered by limited resources [1].

Thus, static and generic material to educate users about phishing

is still widely used [1] but suffers from low engagement [20]. Fur-

thermore, existing approaches are rarely evaluated for population-

specific characteristics and contexts, such as whether a certain user

group benefits more from specific content.

Vasileiou and Furnell [48] discussed the mismatch between inter-

personal differences and cybersecurity training. They highlighted

the importance but also challenge of providing tailored education to

account for these differences, such as knowledge or security aware-

ness. Alotaibi et al. [2] proposed a personalised security awareness

program framework. They outlined how user-specific factors, like

prior knowledge or perception of security, are evaluated in a first

step and then subsequently used to present modular training com-

ponents. However, none of these personalisation approaches have

yet been empirically evaluated in phishing training. The present

study attempts to address this gap, by introducing and evaluating

a personalised phishing training. To do so, we build on the secu-

rity learning curve by Hielscher et al. [21] that integrates prior

work from [8, 40]. As illustrated in Fig. 2, Sasse et al. [43] describe

how the model postulates that a series of training steps is required

to finally engage in and establish secure behaviours. First, users

need to be informed about, sensitised, and knowledgeable about

security. Thus, cybersecurity education is a first relevant step to-

wards secure behaviours. On a higher level of the model, users

need to develop self-efficacy in showing secure behaviours and

practically implement their skills and abilities, i.e., a second rele-

vant aspect is practical training. The highest levels of the model

are concerned with embedding and habituating learned behaviours,

e.g., through repetition or nudges, such as reminders. Reinheimer

et al. [39] found that reminders such as interactive examples suc-

cessfully enhanced phishing awareness after the effect of an initial

training program had worn off. Based on the security learning

curve [43] and the related findings on phishing reminders [39], our

personalised phishing training approach includes three modules:

(1) phishing awareness and (theoretical) education, (2) practical

phishing training, and (3) phishing reminders.

https://doi.org/10.1145/3688459.3688460
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Figure 2: An illustration of the security learning curve adapted from [21] and described in [43]. The model describes a series
of steps, building on each other, to ultimately reach secure behaviour. We superimpose the grouping of different steps into
concrete training elements.

3 METHOD
To explore the effects of the personalised training intervention,

we conducted an online between-subject study. Participants were

assigned to one of the three training interventions through categori-

sation based on a phishing proficiency score. The proficiency score

was calculated based on a pre-training questionnaire and evaluated

again afterwards in a post-training questionnaire. To test the score

classification, the functionality of the setup, and understandability

of the questionnaire, we first conducted a pilot test with 10 par-

ticipants followed by an additional pilot test with 20 participants

after slightly adapting the score calculation. The following sections

describe the sample, the score composition, the study procedure

and material, as well as ethical considerations.

3.1 Participants
We initially recruited 120 participants from Prolific. We excluded

24 participants: 20 due to technical issues, three for automated

or dubious responses, and one for missing data. The exclusions

appeared random, with no notable differences among them. Thus,

the final sample comprised N=96 participants. The participants’

age distribution was as follows: 19 were between 18-24, 26 between

25-34, 23 between 35-44, 18 between 46-55, 7 between 56-65, and 3

between 66-75 years old. 63 participants had a university degree

and 24 completed secondary education. 80 participants indicated

they had some education background in IT, while 16 stated they did

not. 54 participants stated they never completed a cybersecurity

training before, while 26 participants completed training once, and

16 participants completed more than one training.

3.2 Personalisation and Categorisation
The training was personalised based on a phishing proficiency

score, which was a combination of phishing-related variables from

the two areas a) theoretical knowledge as, e.g., measured with a

phishing knowledge quiz, and b) practical phishing detection ca-

pability, measured, e.g., through an email classification task and

self-reported ability (see Appendix A). The proficiency score con-

sisted of a combination of all variables and ranged from 21.95 to

49.2, with cut-offs for the low and high proficiency groups at 27.5

and 39.5, respectively. For example, for each out of five email screen-

shots that had to be classified as phishing or non-phishing, the user

received two points for correct classification. For the detailed score

calculation and assignment see Appendix B that also includes a

hypothetical calculation example. Based on this score, participants

were categorised into one of three different groups (see Fig. 3):

1) Low proficiency: In line with the security learning curve

[43] people with low proficiency first need to learn what

phishing is, why it is relevant, and how to detect it before

they can successfully detect phishing emails. Hence, the

group first received an educational video
1
targeting aware-

ness and theoretical knowledge. Then, the transfer of the
theoretical knowledge to everyday life situations, i.e., the

implementation of skills and abilities [43], needs to be prac-

tised. Therefore, the group additionally completed a practi-
cal phishing detection training (see Fig. 7 in Appendix C).

And finally, in everyday life the alertness for phishing might

decrease over time or in stressful situations. Repetition and

nudges such as reminders can support successful habitua-

tion of the learned behaviour [43]. Hence, the group finally

received reminders, informed by the findings of [39] to keep

alertness levels high.

2) Intermediate proficiency: People with intermediate profi-

ciency know about phishing in theory but may lack practise.

1
What is Phishing? - https://youtu.be/WG8V1_Sj5g0

https://youtu.be/WG8V1_Sj5g0
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Hence, they only completed the practical detection task
and also received reminders to keep alertness levels high.

3) High proficiency: People with high proficiency know about

phishing and can successfully detect phishing emails. How-

ever, even they might lack alertness in everyday life, pre-

venting them from successfully applying their skills. Hence,

this group only received reminders to counteract a lack of

alertness.

3.3 Procedure
After providing informed consent, participants completed the pre-

training questionnaire, including a theoretical knowledge and prac-

tical phishing detection test. The theoretical test consisted ofmultiple-

choice questions evaluating participants’ knowledge, where one

out of multiple answers was correct, as well as selected items from

the Human Aspects of Information Security questionnaire (HAIS-

Q) [36] to capture attitudes and behaviour relating to email and

internet use. One example is “It’s risky to open an email attach-

ment from an unknown sender.” (see Appendix A.2 for a detailed

overview). The multiple-choice questions shown on Appendix A.3

queried knowledge about phishing, such as asking people “What is

phishing?” or “If you fall for a phishing scam, what should you do

to limit the damage?” The order of these questions was randomised

across the study, to account for potential differences in difficulty. In

the practical detection test, we presented five emails to participants,

prompting them to classify whether each is phishing or not. Addi-

tionally, we asked them to self-report their knowledge, ability to

detect, and level of alertness on a scale from 1 to 5. Afterwards, par-

ticipants were classified into the three proficiency level groups. The

variables were weighted with the goal of differentiating between

participants on knowledge and awareness levels, matching the addi-

tional training components that low and medium proficiency users

would receive.

An overview of the procedure is provided in Fig. 3. After the cat-

egorisation, participants interacted with the training for 15 minutes.

To increase realism and keep all participants occupied for the same

amount of time despite different training components, they com-

pleted a background task during the training. This task involved

interacting with emails in a fictional mailbox with various actions,

such as reading an attachment or sending a reply (see Appendix C).

The training differed based on the proficiency level participants

were assigned to as described in section 3.2 and shown in Fig. 7.

The reminders informing of phishing threats were integrated into

the background task throughout the training time, whereas the

2-minute educational video and the 5-minute phishing detection

training were timed to appear after interacting with the background

task for one and five minutes, respectively.

After the training, participants completed a post-training ques-

tionnaire that included a second phishing proficiency task, demo-

graphic and background information, as well as self-report items

(see Appendix A.2). To not introduce variance in terms of the dif-

ficulty levels of the pre- and post phishing proficiency tasks, all

participants received the same questions in a randomised order

(see Appendix A.3). Furthermore, we evaluated personality aspects

using the short version of the Big Five Inventory with ten items

(BFI-10) questionnaire [38], security awareness using the Security

Attitude Inventory with 13 items (SA-13) questionnaire [14], and

privacy concerns using the Internet Users’ Information Privacy

Concerns scale with eight items (IUIPC-8) [18] (see Appendix A.2

for more information on the scales).

3.4 Ethical Considerations
The study design followed established ethical guidelines for psy-

chological research involving humans [3] and was approved by

our institution’s ethics commission. We minimised the potential

for privacy invasion, e.g., by collecting age ranges instead of a con-

crete age. Participants were informed about the nature of the tasks

and provided informed consent. Participation was voluntary and

participants could abort the study and request the deletion of their

data at any time without negative consequences. All participants

received an equal payment in line with Prolific’s suggestions for

fair compensation of GBP 4.50 for their 30-minute participation.

4 RESULTS
Based on the score assignment process, 7 participants were in the

low proficiency, 54 in the intermediate and 35 in the high profi-

ciency group. To account for the variability in group sizes and the

small number of participants in the low proficiency group, we only

conducted robust non-parametric tests [9, 22] for statistic analy-

sis. We used the Kruskal-Wallis Rank Sum Test when comparing

groups, pairwise Wilcoxon signed-rank tests with Bonferroni ad-

justments [6] when evaluating changes within groups, and Fisher’s

exact test when comparing categorical variables. Even though we

relied on validated scales such as SA-13, the IUIPC, or the HAIS-Q,

we verified the reliability for our sample. When we calculated inter-

nal consistency as an established reliability measure, all measures

indicated acceptable or better reliability metrics between .75 and

.88 (see Appendix D.3 for details).

Wilcoxon signed-rank tests with Bonferroni adjustments con-

firmed that aggregate scores increased after completing the training

for the low proficiency (𝑧 = −2.37, 𝑝 = .047), intermediate (𝑧 =

−6.24, 𝑝 < .001), and high proficiency groups (𝑧 = −3.41, 𝑝 = .002).

Furthermore, a Kruskal-Wallis test confirmed the score gain dif-

fered significantly between groups (𝐻 (2, 96) = 39.75, 𝑝 < .001). As

2 min 5 min Backround Task with Reminders

Phishing Training
Phishing Training

QuestionnaireQuestionnaire

High Proficiency

Intermediate
Low Proficiency Education

Figure 3: An overview of the categorisation and intervention procedure.
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Figure 4: Comparisons of pre-training and post-training scores, separated by proficiency groups.

illustrated in Fig. 4, the low proficiency group improved the most,

while the high proficiency group improved the least.

The mean phishing susceptibility, the probability of falling for

a phishing email, decreased by 24%. In the pre-training classifi-

cation task, A Kruskal-Wallis test revealed significant differences

between groups (𝐻 (2, 96) = 14.87, 𝑝 < .001). Mean susceptibility

was highest in the low proficiency group with 34%, 31% in the in-

termediate, and 21% in the high proficiency group. However, in

the post-training classification task, the groups’ proficiency did not

differ significantly any more (𝐻 (2, 96) = 1.58, 𝑝 = .454).

We analysed how effective each score component in isolation

was at differentiating between the groups, and whether other vari-

ables not used in the score calculation differed between the groups.

Furthermore, we evaluated how the groups differed in other mea-

sures, such as overall phishing susceptibility, security awareness,

or privacy concerns. Finally, we measured the effect of variables on

score improvements.

4.1 Score Component Differences Between
Groups

To understand how suitable each score component was, we first

evaluated how effective they were at differentiating proficiency

groups. The detailed results for each variable are shown in Table 2

in Appendix D.

Security Background & Self-Estimate:Wemeasured whether

security-related background information and proficiency self-estimates

differed between groups. A Fisher’s exact test confirmed that previ-

ous security training (𝑝 = .001) and IT education background (𝑝 <

.001) significantly differed between proficiency groups. Kruskal-

Wallis tests also confirmed that self-reported knowledge (𝐻 (2, 94) =
9.80, 𝑝 = .007), ability (𝐻 (2, 94) = 10.50, 𝑝 = .005), and alertness

(𝐻 (2, 94) = 8.56, 𝑝 = .014) differed significantly across groups.

All other variables did not show a significant difference between

proficiency groups.

Security Intentions&Behaviour:WeevaluatedwhetherHAIS-

Q scores differed significantly between groups. Out of all the HAIS-

Q sub scales, a Kruskal-Wallis test revealed that only email attitudes

differed significantly (𝐻 (2, 94) = 8.03, 𝑝 = .018).

4.2 Other Group Differences
SecurityAwareness:The SA-13 sub scales attentiveness (𝐻 (2, 94) =
6.94, 𝑝 = .031) and resistance (𝐻 (2, 94) = 7.40, 𝑝 = .025) differed sig-

nificantly between groups, while engagement (𝐻 (2, 94) = 4.07, 𝑝 =

.130) and concernedness (𝐻 (2, 94) = 1.51, 𝑝 = .469) did not signif-

icantly differ between groups. Overall, the total SA-13 score was

significantly related (𝐻 (2, 94) = 9.05, 𝑝 = .011) with a moderate

effect (𝜂2 = .076), stronger than that of the individual sub scales

attentiveness (𝜂2 = .053) and resistance (𝜂2 = .058).

Privacy Concern: We captured privacy concerns using the

IUIPC-8 scale [18]. The overall score (𝐻 (2, 94) = 7.55, 𝑝 = .023),

the control (𝐻 (2, 94) = 6.18, 𝑝 = .045) and the collection sub scale

differed significantly between groups (𝐻 (2, 94) = 6.51, 𝑝 = .039),

while the awareness sub scale (𝐻 (2, 94) = 2.27, 𝑝 = .322) did not.

Personality: We created linear regression models containing

all personality traits for pre- and post-training scores (see Table 3

and Table 4 in Appendix D). We found no significant influence of

any personality traits pre-training, while extraversion was the only

significant influence on post-training scores (𝛽 = −1.83, 𝑡 (90) =

−2.14, 𝑝 = .035), with which it correlated weakly (𝑟 = −.15).

4.3 Effect on Training Improvements
For all participants, we calculated the score difference before and

after the training. We then used Pearson’s product-moment corre-

lation to assess the effect of the HAIS-Q on training improvements.

The HAIS-Q values correlated weakly and negatively with the prac-

tical score (𝑟 = −.13, 𝑡 (94) = −2.68, 𝑝 = .009) indicating that people

with higher pre-training HAIS-Q scores benefited less from the

training, likely because the values were already higher to start with.

This effect was even more pronounced (𝑟 = −.27, 𝑡 (94) = −2.73, 𝑝 =
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.008) for the theoretical score gain, reflecting the close association

with HAIS-Q and phishing knowledge and attitudes.

5 DISCUSSION
To summarise the key findings, the personalised training was effec-

tive in increasing participants’ proficiency and reducing phishing

susceptibility overall. The score gain differed between groups, with

the low proficiency group seeing the highest increase and the high

proficiency group the lowest. Phishing susceptibility decreased like-

wise, and group differences in proficiency seemed to disappear in

the post-training classification performance. Overall, the findings

indicate that the personalisation of components successfully en-

abled people with previously different proficiency levels to reach

similar proficiency levels after the training. In practical terms, a

benefit for people with already medium or high proficiency levels

might be that they do not need to go through aspects they are

already proficient in and can be spared effort and hence potential

frustration. Because institutions’ training budgets are often small

and employees are assigned little time to complete cybersecurity

training [1], personalisation has huge potential to keep training

short while still providing effective results.

However, the findings should be interpreted cautiously given the

exploratory score calculation and categorisation process and the

large differences in group sizes. Yet, this study provides a first step

towards empirically evaluating the effects of personalised phish-

ing training and of the factors that influence proficiency levels

and might thus be more or less relevant for future personalised

approaches. For example, our findings indicated none or weak rela-

tionships with personality traits whereas security awareness scales

like the HAIS-Q or SA-13 seem to be relevant indicators of phishing

proficiency. In the following, we discuss these findings in further

detail and in relation to previous work.

5.1 RQ1: Impactful Variables and Group
Differences

In order to answer RQ1 related to differentiating user groups, we

discuss variables and how they differ between groups below. Out

of questions concerning the personal background, only previous

security training, self-reported phishing proficiency, and IT educa-

tion background differed significantly between groups. These data

are relatively easy to collect and seem to influence user’s security

behaviour and knowledge greatly. Yet, other demographic infor-

mation like age or education were not found to be significantly

related to phishing proficiency. This contradicts many earlier find-

ings (e.g., [45]), but is consistent with newer insights showing a

more nuancedweb of influences [41, 42] and studies that show these

correlations simply disappear when controlling for confounding

factors (e.g., [30]).

Personality. We also evaluated personality, as previous studies

suggested various influences of personality traits on phishing sus-

ceptibility [17, 31]. However, we only found a minor difference of

extraversion between the groups, suggesting that personality traits

are not important to consider for categorisation.

Privacy Concerns.Many variables that might cause privacy-

related concerns, such as personality, age, or email usage behaviour

do not seem influential in affecting user’s phishing proficiency,

nor moderate training effects. Thus, the use of collecting these

potentially privacy-invasive data might might not be justified for

phishing training. Instead, user training could be personalised to

provide suitable while still preserving user’s anonymity and com-

plying with regulations. This is especially important, as compliance

and data privacy are a high priority for CISOs [46].

Efficacy of Categorisation. The HAIS-Q items used as a com-

ponent in calculating participant’s score seemed to correlate with

participant’s score overall. Unsurprisingly, these items correlated

higher with the theoretical component as compared to the practical

score component, as the HAIS-Q is based on hypothetical scenarios

and principles based on the Knowledge–Attitude–Behaviour model,

and does not directly test practical abilities [36]. However, only

email and internet usage attitudes differed significantly between

the groups. The overall SA-13 score differed between the groups

with a moderate effect. Due to the economical nature of the SA-13,

it, or perhaps even the shorter SA-6 variant, might serve as a good

component of any future categorisation.

5.2 RQ2: Categorisation and Training Material.
Regarding the use of a single composite score posited in RQ2, we

found that using a single score is possible to differentiate groups

sufficiently. However, the use of score sub components, e.g. a the-

oretical and a practical score as in our case, appears to be helpful

to distinguish user proficiency on different levels of the learning

curve. Thus, for future work we suggest a modular score to not only

distinguish different levels of the learning curve but also perhaps

different sets of competencies.

Categorisation Procedure.We categorised participants into

proficiency levels as many have moderate or high proficiency and

benefit from distinct training, as based on [43], while fewer have

low proficiency and need foundational knowledge. This allowed

us to demonstrate clear benefits from separating participants into

groups. Still, further work could explore other compositions or cre-

atemore granular training steps. The findings also demonstrated the

feasibility of using composite scores for categorisation. The three

proficiency groups differed on self-estimated proficiency, phishing

susceptibility, previous security training, and IT education back-

ground, as well as security awareness and intention indicators.

While the difficulty in balancing group sizes highlights challenges

of the categorisation, the size differences do not necessarily imply

an unrealistic representation. Previous studies have consistently

found a small percentage of individuals who exhibit especially high

phishing susceptibility [47].

5.3 RQ3: Training Effects and Material
To address RQ3 and the extent to which our modular training

elements were able to enhance phishing proficiency, we first discuss

overall effects, and then the training material in more detail.

Phishing Proficiency Improvements.Wewere able to demon-

strate that education and awareness training can significantly nar-

row the proficiency gap between low or medium proficiency users

and their high-proficiency counterparts. While high proficiency

users may not reach identical levels, the training effectively levels

the playing field. This is especially promising, as a small percentage
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of low-proficiency user has consistently been identified in previ-

ous research [30, 47]. Training that specifically targets these users

may be a promising approach to lowering an organisation’s overall

vulnerability to phishing.

Choice of Educational Material. The short video-based ma-

terial we selected for the low proficiency group has been chosen

as a supposedly more engaging education element [7, 39] as com-

pared to textual education material. Yet, all participants in the low

proficiency group saw the same video. For future work, providing

different materials to users based on their needs seems promis-

ing. This means personalising not only the composition of training

elements but also the materials therein. Such an approach could

improve willingness to engage with the material, as users have dis-

played a lack of enthusiasm and boredom in other contexts where

training material is too generic and does not match user expecta-

tions and needs [20]. This could further be applied to different roles

within an institution, which differ in their tasks and are targeted

by different types of phishing attacks [1].

5.4 Limitations and Future Work
The study was exploratory in nature, providing a first step towards

evaluating the effectiveness of presenting different training compo-

nents to user groups based on phishing proficiency levels. Accord-

ingly, the categorisation process had not been validated before but

incorporated insights from previous research as a starting point.

Furthermore, the training and data collection took place as part of a

single online session, with no long-termmeasurement; an issue that

is affecting many phishing studies [16, 30]. Therefore, we cannot

evaluate the stability of these effects over time.

The large variability in group size skews the results and needs

to be kept in mind when interpreting the findings. This variability

was largely a consequence of using cut-offs defined a priori, which

did not result in equally distributed group sizes despite pilot testing.

Future work might be able to better account for this aspect by

adjusting our exploratory score calculation informed by relevant

factors extracted from related work.

Finally, the additive composition of training components across

groups allowed for between-group comparisons. As such, we could

initially demonstrate the benefits of personalised training. Yet, for

future work it would be beneficial to additionally compare the per-

sonalised assignment to a group for which the training assignment

is randomised, i.e., not influenced by the proficiency score. This

would enable us to directly compare the potential benefit of per-

sonalisation as a whole to a non-personalised alternative to further

validate the potential of personalisation in phishing training. Fur-

thermore, future work could evaluate matching of training content

and proficiency levels in more isolated ways, e.g., by providing only

education content to high-proficiency users. Such a comparison

could more directly evaluate the effectiveness of isolated compo-

nents for specific user groups.

6 CONCLUSION
We evaluated a personalised training on N=96 participants, finding

that it increased overall phishing proficiency, but showed higher

increases for participants in lower pre-training proficiency groups.

As participants with varying initial proficiency levels reached sim-

ilar post-training proficiency levels, the personalisation of train-

ing seems promising in bridging proficiency gaps. Our study also

demonstrated the feasibility of using a composite phishing profi-

ciency score to categorise participants based on proficiency levels,

and identified factors that differentiated well between the groups,

without needing to rely on potentially privacy-invasive informa-

tion like personality or age. While our study provides an initial

empirical evaluation of personalised phishing training, further re-

search is essential to investigate longitudinal effects, the assignment

mechanism, and the training content.
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A QUESTIONNAIRES
A.1 Pre-Training Questionnaires

• Background

– Have you ever taken part in a security training on phish-

ing? [Never, Once, More than once]

– How frequently do you use your mailbox? [once a week,

once a day, multiple times a day, multiple times an hour]

– Howmany emails do you receive on an average work day?

[less than 5, less than 10, 10-50, more than 50]

– How many spam or promotional emails do you receive on

an average day? [less than 10, 10-50, more than 50, I don’t

know]

– Do you use a professional mailbox in the context of your

job? [yes, no, I don’t have a job]

• Security Proficiency

– Theoretical Phishing Test: 14 multiple choice questions.

– Practical Phishing Test: Classification of 5 emails.

– HAIS-Q [36]: The Human Aspects of Information Security

Questionnaire measures the users’ security dimensions

knowledge, attitude, and behaviour across seven focus ar-

eas on a total of 63 items. The modular structure allows for

selecting and focusing on specific focus areas (e.g. incident

reporting) or dimensions (e.g., attitude). For our phishing

questionnaire, we selected phishing-related items. Hence,

the primary focus was on email use and internet use items,

as they are most directly related to phishing. Furthermore,

we focused on the dimensions attitude and behaviour as

knowledge was already directly assessed through back-

ground information and in a knowledge quiz. We therefore

used 6 items from email use sub scale [3 attitude, 3 be-

haviour] and 5 items from internet use sub scale [3 attitude,

2 behaviour] (one item excluded that concerned website

safety as its phrasing does not directly relate to phishing):

∗ Internet, Attitude: It can be risky to download files on

my work computer. [scale from 1 - strongly disagree to

5 - strongly agree]

∗ Internet, Attitude: Just because I can access a website at

work, doesn’t mean that it’s safe. [scale from 1 - strongly

disagree to 5 - strongly agree]

∗ Internet, Attitude: If it helps me to do my job, it doesn’t

matter what information I put on a website. [scale from

1 - strongly disagree to 5 - strongly agree]

∗ Internet, Behaviour: I download any files onto my work

computer that will help me get my job done. [scale from

1 - strongly disagree to 5 - strongly agree]

∗ Internet, Behaviour: When accessing the Internet at

work, I visit any website that I want to. [scale from 1 -

strongly disagree to 5 - strongly agree]

∗ Email, Attitude: It’s risky to open an email attachment

from an unknown sender. [scale from 1 - strongly dis-

agree to 5 - strongly agree]

∗ Email, Attitude: It’s always safe to click on links in

emails from people I know. [scale from 1 - strongly

disagree to 5 - strongly agree]

∗ Email, Attitude: Nothing bad can happen if I click on a

link in an email from and unknown sender. [scale from

1 - strongly disagree to 5 - strongly agree]

∗ Email, Behaviour: I don’t open email attachments if

the sender is unknown to me. [scale from 1 - strongly

disagree to 5 - strongly agree]

∗ Email, Behaviour: If an email from an unknown sender

looks interesting, I click on a link within it. [scale from

1 - strongly disagree to 5 - strongly agree]

∗ Email, Behaviour: I don’t always click on links in emails

just because they come from someone I know. [scale

from 1 - strongly disagree to 5 - strongly agree]

• Phishing Self-Reports

– How would you rate your knowledge on phishing? [scale

from 1 - very low to 5 - very high]

– How would you rate your ability to detect phishing e-

mails? [scale from 1 - very low to 5 - very high]

– How would you rate your level of alertness for phishing

attacks? [scale from 1 - very low to 5 - very high]

A.2 Post-Training Questionnaires
• Security Proficiency

– Theoretical Phishing Test: 15 multiple choice questions.

– Practical Phishing Test: Classification of 5 emails.

– HAIS-Q [36]: 5 items from internet use sub scale [3 attitude,

2 behaviour] 6 items from email use sub scale [3 attitude,

3 behaviour] (see pre-training questionnaire for details)

• Demographics & Background

– What is your age? [in age ranges]

– What is you highest level of education? [Did not finish

high school, high school, associate degree, university de-

gree (Bachelor/Master), PhD or similar]

– Do you have an IT security related background or is your

occupation concerned with IT security? [Yes, studies in

Computer Science, IT Security, Cybersecurity; Yes, IT spe-

cialist; Yes, other IT security related education or occupa-

tion; No, other education or occupation]

– What is your occupation? [Training/Apprenticeship, Uni-

versity Student, Employee, Civil Service, Self-employed,

Unemployed, Retired, Other]

– BFI-10 Personality Questionnaire [38]: The short 10-item

version of the Big Five Inventory is based on the predomi-

nant Five-Factor model of personality [34] that includes

openness to experience, conscientiousness, extraversion,

agreeableness, and neuroticism. The mean re-test reliabil-

ity for the questionnaire is reported with 𝑟𝑡𝑡= .56 [38].

• Phishing Self-Reports

– How would you rate your knowledge on phishing? [scale

from 1 to 5]

– How would you rate your ability to detect phishing e-

mails? [scale from 1 to 5]

– How would you rate your level of alertness for phishing

attacks? [scale from 1 to 5]

https://doi.org/10.1016/j.ijhcs.2019.05.005
https://doi.org/10.1145/3429888
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• SA-13 [14]: The Security Attitude Inventory measures En-

gagement with Security Measures, Attentiveness to Security

Measures, Resistance to Security Measures and Concerned-

ness with Improving Compliance on 13 items. The relaibility

measured through the internal consistency varies between

Cronbach’s 𝛼=.69 and Cronbach’s 𝛼 = .81 [14].

• IUIPC-8 [18]: The Internet users’ information privacy con-

cerns originally developed by Malhotra et al. [32] and later

validated by Gross [18] in an eight-item version measures

privacy concerns related to the dimensions control, aware-

ness, and collection. The reliability measured via internal

consistency exceeds values of Cronbach’s 𝛼 > .7 [18].

• An open comment field.

A.3 Knowledge Test Questions
This section lists the questions used to ascertain participant’s theo-

retical phishing knowledge.

• What is phishing?

– A type of malware that infects computers and steals per-

sonal data.

– A type of online advertising that uses deceptive tactics to

attract clicks.

– A type of social engineering used to convince people to

buy products they don’t need.

– A type of online scam where criminals send fraudulent

messages to trick people into sharing sensitive informa-

tion.

• What is a risk of falling victim to a phishing attack?

– Identity theft

– All these answers are correct

– Loss of personal data

– Computer infected by malware

– Financial loss

• Suppose you have received an email from PayPal asking to

reset your password, and the email sender address is one

of the following. Which one of these mail addresses looks

suspicious?

– servicepaypal.com

– servicepaypalgmail.com

– None

– paypalpaypal.com

– supportpaypal.com

• Suppose now you have received an email from Dropbox

saying that a user has shared his Dropbox with you. Which

one of the following mail addresses looks suspicious?

– no-replydropbox.com

– no-replyem-s.dropbox.com

– None

– noreply-dropboxnoreplysupport.com

• Among the following sentences, which one would you most

likely find in a phishing email?

– “As part of our routine account maintenance, we kindly

request that you confirm your personal information by

visiting our website and completing the validation process

accordingly.”

– “This is a notification from the Cybercrime Division of

your local police department. Our records indicate that

your internet connection was used to access illegal content

and distribute malware. To avoid prosecution, you must

pay a fine of 500 [] within 24 hours. Failure to comply will

result in legal action being taken against you.”

– “We noticed some unusual activity on your account and

wanted to confirm whether you made the transaction of

500 [] at [Merchant Name] on [Date]. If this was not you,

please contact us immediately to resolve the issue.”

– None

• Among the following sentences, which one would you most

likely find in a phishing email?

– “It was a pleasure having you as a customer. Don’t hesitate

to come back or contact us to the following link if you

need our help again.”

– “As a valued customer, we’re giving you a special discount!

-90% on all our offers, click here to view more!”

– None

– “Please visit our official website to update your personal

account.”

• Among the following sentences, which one would you most

likely find in a phishing email?

– “Thank you for your registration! Click here to see your

account details.”

– None

– “Click here to view the latest collection of our awesome

brand!”

– “Your bank account password has been compromised! If

you don’t act fast, hackers might steal your money! Click

here to reinitialize your password!”

• Among the following sentences, which one would you most

likely find in a phishing email?

– None

– “Please update your account information to continue using

our service, click on the following link”

– “We are excited to announce our new website and features.

Find more by clicking on the following link”

– “Don’t forget to submit your report by Friday, April 9th.

Submit with the following link”

– “Please make sure to verify your account information with

the following link”

• Suppose you have received an email that contains one of the

following links. Which one looks legitimate?
– https://www.youtube.com/watch?v=dQw4w9WgXcQ&t=3s

– https://www.you.tube.com/account

– https://cutt.ly/V8rT54mnJ90

– None

– http://google-file-share.c.com

• Suppose attached to a mail you have one of the following

files. Which one looks legitimate?
– None

– paypal_account_details.exe

– bank_invoice.scr

– Important_doc.docx

– bank_account.pdf.exe
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• If you fall for a phishing scam, what should you do to limit

the damage?

– Change any compromised password

– Unplug your computer to get rid of the malware

– Delete the phishing email

• What should you do as an employee if you suspect a phishing

attack?

– Ignore it

– Show your coworkers to see what they think

– Report it so the organization can investigate

– Open the email and see whether it looks legitimate

• What is a common type of content found in phishing emails?

– Security alert of suspicious login from an unknown loca-

tion

– Advertisements for weight loss supplements

– Threats of account deactivation or legal action if immedi-

ate action is not taken

– Unsolicited job offers

• The following address is suspicious: googleaccountsupport-

gsupport.com. Why?

– The domain address should contain google.com

– It should contain no-reply

– Company names in email addresses always have capital

letters, so “google” should be written “Google”

– It is not suspicious

– It should be a gmail address

B SCORE CALCULATION AND
CATEGORISATION

B.1 Score Calculation Used for Personalisation
The training was personalised based on the phishing proficiency

level of the user. To determine this proficiency, scores were calcu-

lated based on pre-training questionnaire answers about partici-

pants’ background, knowledge, and abilities. We iteratively devel-

oped a system of weights internally and later tested and adjusted it

in a pre-study with first 10 and then 20 more participants. The goal

was to differentiate between knowledge levels (to recognise low

proficiency users that profit from education elements) and aware-

ness levels (to identify medium proficiency users that profit best

from a training). This process involved putting more weight on

fundamental questions (such as knowing what phishing is) and on

more direct variables (such as weighing phishing knowledge items

higher than HAIS-Q items, which capture more general cybersecu-

rity behaviour).

We calculated a theoretical and practical score, combined to-

gether into a total score as follows:

• Theoretical score: Attitude and knowledge items

– 11 HAIS-Q items (as a good predictor for cybersecurity

attitudes and intentions [35]), with 0.5 points for highest

scale point (5 - strongly agree), 0.3 points for the second

highest scale point (4), 0.1 points for the third-highest

scale point (3), 0 points for the weakest or second-weakest

scale point (2 and 1 - strongly disagree).

– 3 general questions about the concept of phishing, with 4

points for each correct answer.

– 9 specific questions about what to do when confronted

with potential phishing emails, 2 points for a correct an-

swer.

– 2 questions relating to reactions (e.g., reporting) to phish-

ing emails, with 2 points for a correct answer, and 1 point

for a half-correct answer.

• Practical score: Phishing classification task and background
– 5 exemplary email screenshots that had to be classified into

phishing or not phishing, with 2 points for each correct

answer.

– Ability self-report items, with 1 point for highest (5 - very

high), 0.5 points for second-highest (4 - rather high), and

0.25 for third-highest scale points (3 - medium) in a 5-

point Likert scale for each knowledge, ability, and alertness

ratings.

– Experience with cybersecurity training, with 2 points for

participating more than once in training, and one point

for participating in training once.

– Frequency of email client use, with 0 points for "less than

once a week" and "approximately once a week", and 1

point for all other answers.

– Amount of emails received in a typical workday, with 0

points if "Less than 5" was selected, and 1 point for higher

amounts.

• Total score: Sum of theoretical and practical scores.

B.2 Categorisation
These scores were then used to determine the appropriate level as

follows. We employed an initial step to assign participants with

low theory score to the low proficiency group, even if they scored

well in other areas, as they might lack knowledge in either case

and could still benefit from educational elements.

1) If theory score was below 20.5, sorted into low proficiency.
2) If total score was below 27.5, sorted into low proficiency.
3) If total score was above 39.5, sorted into high proficiency.
4) Everyone else sorted into intermediate proficiency.

B.3 Calculation Example
Below, in Table 1, we show a calculation for an hypothetical partic-

ipant that would be assigned to the low-proficiency group to make

the calculation process more graspable:
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Score Component Explanation Score
Theoretical Score

HAIS-Q items selected scale point 4 for 6 items = 1.8 points

selected scale point 3 for 3 items = 0.3 points

selected scale point 1 for 2 items = 0 points

2.1

Questions about the concept of phishing 2 out of 3 questions correct = 8 points 8

Questions about what to do when confronted

with potential phishing

4 out of 9 questions correct = 8 points 8

Questions relating to reactions to phishing

emails

1 out of 2 questions correct = 2 points 2

Practical Score
Classification of email screenshots 2 out of 5 correct = 4 points 4

Ability self-report items selected scale point 4 for 3 items = 0.5 points 1.5

Training experience Never had training = 0 points 0

Email client use Daily use = 1 point 1

Amount of emails <5 emails per day = 0 points 0

Sum Score Categorised as low proficiency 26.6
Table 1: Calculation example for a hypothetical participant.

C BACKGROUND TASK AND TRAINING SCREENSHOTS

Figure 5: An overview of some of the emails during the background tasks.
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Figure 6: An example of a task with a reminder superimposed on top.

(a) A training element where users are presented with a non-
phishing email.

(b) A training element where users are presented with a phishing
email.

Figure 7: Training elements
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D STATISTICAL RESULTS
D.1 Differences between User Groups

Table 2: Overview of Variables and their Differences Between
User Groups. Significant Influences are Bold.

Variable Test Result

Email Use Frequency Fisher’s Exact Test 𝑝 = .143

Daily Emails Received Fisher’s Exact Test 𝑝 = .538

Daily Spam Received Fisher’s Exact Test 𝑝 = .607

Professional Mailbox Fisher’s Exact Test 𝑝 = .241

Security Training Fisher’s Exact Test 𝑝 = .001

Self-reported Knowledge Kruskal-Wallis-Test 𝐻 (2, 94) = 9.80, 𝑝 = .007

Self-reported Ability Kruskal-Wallis-Test 𝐻 (2, 94) = 10.50, 𝑝 = .005

Self-reported Alertness Kruskal-Wallis-Test 𝐻 (2, 94) = 8.56, 𝑝 = .014

Age Fisher’s Exact Test 𝑝 = .923

Education Fisher’s Exact Test 𝑝 = .867

IT Education Fisher’s Exact Test 𝑝 = .001

HAIS-Q Email Attitudes Kruskal-Wallis-Test 𝐻 (2, 94) = 8.03, 𝑝 = .018

HAIS-Q Internet Attitudes Kruskal-Wallis-Test 𝐻 (2, 94) = 4.54, 𝑝 = .104

HAIS-Q Email Behaviour Kruskal-Wallis-Test 𝐻 (2, 94) = .51, 𝑝 = .773

HAIS-Q Internet Behaviour Kruskal-Wallis-Test 𝐻 (2, 94) = .47, 𝑝 = .789

SA-13 Engagement Kruskal-Wallis-Test 𝐻 (2, 94) = 4.07, 𝑝 = .130

SA-13 Attentiveness Kruskal-Wallis-Test 𝐻 (2, 94) = 6.94, 𝑝 = .031

SA-13 Resistance Kruskal-Wallis-Test 𝐻 (2, 94) = 7.40, 𝑝 = .025

SA-13 Concernedness Kruskal-Wallis-Test 𝐻 (2, 94) = 1.51, 𝑝 = .469

SA-13 Total Kruskal-Wallis-Test 𝐻 (2, 94) = 9.05, 𝑝 = .011

IUIPC-8 Control Kruskal-Wallis-Test 𝐻 (2, 94) = 6.18, 𝑝 = .046

IUIPC-8 Collection Kruskal-Wallis-Test 𝐻 (2, 94) = 2.27, 𝑝 = .321

IUIPC-8 Awareness Kruskal-Wallis-Test 𝐻 (2, 94) = 6.51, 𝑝 = .039

IUIPC-8 Total Kruskal-Wallis-Test 𝐻 (2, 94) = 7.55, 𝑝 = .023

D.2 Personality Traits

Table 3: Coefficients from Linear Regression Model of Per-
sonality Traits Affecting Total Pre-Training Score.

Coefficient Beta 95% CI p-value

Extraversion -.43 -1.9, 1.0 𝑝 = .562

Agreeableness .45 -1.1, 2.0 𝑝 = .570

Conscientiousness .77 -0.85, 2.4 𝑝 = .350

Neuroticism .13 -1.2, 1.4 𝑝 = .849

Openness .25 -1.2, 1.7 𝑝 = .731

Table 4: Coefficients from Linear Regression Model of Per-
sonality Traits Affecting Total Post-Training Score.

Coefficient Beta 95% CI p-value

Extraversion -1.83 -3.5, -0.13 𝑝 = .035

Agreeableness .03 -1.8, 1.8 𝑝 = .978

Conscientiousness .24 -1.6, 2.1 𝑝 = .800

Neuroticism -1.09 -2.6, 0.42 𝑝 = .155

Openness .93 -0.71, 2.6 𝑝 = .261

D.3 Internal Consistency Metrics

Table 5: Internal Consistency Metrics Indicating the Reliabil-
ity of Instruments with our Participant Sample

Instrument Method Reliability

BFI-10 McDonald’s 𝜔∗
.78

HAIS-Q Pre-Training Cronbach’s 𝛼 .80

HAIS-Q Post-Training Cronbach’s 𝛼 .88

SA-13 Cronbach’s 𝛼 .80

IUIPC-Control Cronbach’s 𝛼 .78

IUIPC-Awareness Cronbach’s 𝛼 .75

IUIPC-Collection Cronbach’s 𝛼 .88

A value of .70 or higher is in line with other research and acceptable [37].

∗
We employed McDonald’s𝜔 for the BFI-10, as it is a more appropriate

method for heterogeneous scales, commonly present for personality

traits [19, 33]. The reported measures are still comparable [33].
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