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ABSTRACT
Phishing reporting is emerging as a key defense mechanism against
phishing attacks. Whereas large enough organizations have spe-
cific policies in place for phishing reporting, user uptake is still
limited, and a clear picture of what motivates users to report and
which types of emails is still to be drawn. Yet, this is critical to
devising better policies and procedures and stimulating awareness
and a cyber-security culture within organizations. In this work, we
sample and interview 𝑛 = 49 employees from the pool of phishing
reporters at a medium-sized European technical university. We sam-
ple interviewees based on how sophisticated the emails they report
are over contextual and technical dimensions and cluster reporters
in terms of their (emerging) reporting behavior. We conduct semi-
structured interviews up to thematic saturation and derive 13 main
themes driving reporting motivations. We discuss the identified
themes in the broader theoretical context, as well as the practical
implications of our findings.

CCS CONCEPTS
• Security and privacy→ Social engineering attacks; •Human-
centered computing→ Empirical studies in HCI; • Social and
professional topics→ Phishing.
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1 INTRODUCTION
Phishing attacks are a major threat to organizations and private
citizens alike. Automated phishing detection and filtering are mea-
sures commonly in place in most organizations, yet phishing emails
regularly pass those filters and end up in users’ inboxes. At that
point, the user is the last line of defense against an attack that, if
successful, may pose risks for the whole organization. Cyber se-
curity awareness campaigns, training, and phishing simulations
are generally aimed at improving users’ ability to detect phishing
attacks [2]; on the other hand, a single successful attack may give
way to an attacker to successfully breach through, for example
through subsequent lateral movement attacks [23]. It is, therefore,
key that the organization is in the position to take swift action
upon the arrival of a new attack. Reporting is the main mechanism
organizations rely on and one that received the attention of several
recent research contributions [8, 16, 26, 28–30, 32]. User report-
ing is a mechanism that allows users to report suspicious emails
to central analysis units (sometimes hosted within the organiza-
tion, if large enough, or outsourced to service providers) that can
then take action on that information. This may include updating
automated detection filters, blocking associated domains, and/or
checking (e.g., through the employment of a monitoring infrastruc-
ture such as a Security Operation Center) whether reported emails
led to other users clicking on suspicious links or opening malicious
attachments. On the other hand, phishing reporting is currently a
relatively under-studied topic. Crucially, users are the main driver
behind a successful defense mechanism, at least in part relying on
reporting [8, 12].

Reported important factors driving users’ decision to report
phishing emails include the technical confidence they have in us-
ing the mechanism (self-efficacy) [29, 32], the characteristics of
the attacks [8, 16], and knowledge of organizational policies on
phishing reporting [32]. Interestingly, the role of the organization
appears to emerge frequently in the literature as associated with
a user’s likelihood to report. For example, keeping the reporter
informed on the outcomes of their reporting seems to motivate
users to report [26, 30, 57]. Similarly, previous research showed the
role of personality traits associated with so-called positive cyber
security behaviors, within the broader context of Organizational Cit-
izenship Behaviors (OCB), in affecting a user’s propensity to report
phishing [32]. Indeed, reporting assumes the traits of discretionary
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behavior that individuals engage with to the benefit of the organi-
zation as a whole without specific obligations or rewards to do so.
In this context, it becomes critical to understand what motivates
individuals in reporting phishing emails in an organizational set-
ting. Doing so will allow us to devise better policies, instruments,
and processes to identify and act on reported phishing and create
safer IT environments for users to operate in (including those not
inclined to reporting) [9]. Importantly, the link between reporting
behavior and motivations to report has not yet been fully explored,
leaving a large gap in the characterization of security behavior and
open questions on how to best nudge or incentivize users towards
positive cybersecurity behaviours [9, 32]. To address this gap, in
this work, we answer the following research question:

What are the factors driving employee decisions to report suspicious
phishing emails?

To answer this question, we collaborated with the Operations
Security Team of our institution, a medium-large technical uni-
versity in Europe, to analyze 8369 emails reported by employees
over 766 days. We first analyzed the reported emails to identify
the overall emerging reporting behavior of individual reporters in
terms of reporting frequency and type of reported emails. For the
latter, we devised heuristics to evaluate at scale to what degree a
reported email is contextually and technically sophisticated with
respect to the organization’s environment. For example, an email
spoofing our institution’s domain would be considered technically
sophisticated. Similarly, one mimicking internal communication
styles would be considered contextually sophisticated. By evaluat-
ing the characteristics of reported emails over these dimensions, we
clustered reporters based on their emergent behavior in reporting
(e.g., users that tend to report highly sophisticated emails on both
dimensions are more likely to be clustered together than not). We
then employed these clusters as ‘strata’ to sample employees and
interviewed them to gauge what motivates them in reporting. We
iteratively coded interview transcripts to identify key emerging
themes and continued sampling from said clusters until we reached
‘thematic saturation’, i.e., no new themes emerged from the latest
two interviews in that cluster. We reached thematic saturation after
𝑛 = 49 interviews with as many employees.

Our contribution is multi-faced. We identify a number of themes
that motivate employees to report. The interplay between these
themes is complex and ranges from the desire to protect the or-
ganization and help less security-conscious colleagues to the de-
sire to fight back and neutralize attackers. These can be used to
shape organizational policies on reporting, as well as awareness
programs focusing on outcomes that align well with users’ mo-
tivations. Awareness, doubt, and (technical) self-efficacy play an
important role in determining whether an employee will report a
suspicious email. Interestingly, ‘doubt’ can be a motivating factor
pushing employees to report ‘just in case’ the email might be mali-
cious. We discuss our findings in the broader theoretical context
of Protection Motivation Theory (PMT), identifying several par-
allels between identified themes and PMT, thus suggesting that it
may represent a meaningful framework for evaluating phishing
reporting mechanisms.

Outline. The paper is structured as follows. Section 2 discusses
relevant background. Section 3 presents our methodology and data.
Section 4 and Section 5 respectively present and discuss results.
Section 6 concludes the paper.

2 BACKGROUND AND RELATEDWORK
2.1 Phishing reporting
Phishing reporting is part of cyber-security response strategies at
organizations whereby employees who detect phishing attempts
may notify the relevant (IT) department of an ongoing campaign.
The remediation procedure can intercept the attack, for example,
by blocking traffic to rogue domains or alerting users who have not
yet fallen for the attack. An efficient phishing reporting process
is thus fundamental to enable a timely response as a significant
portion of targeted employees is victimized in the first few hours
from attack delivery [8]. In response to the growing threat of more
sophisticated phishing attacks, such as spear phishing, research
has increasingly focused on phishing reporting and factors influ-
encing it [7, 8, 16, 26, 28–30, 32, 49]. Previous work explored how
organizations can improve reporting, for example, by examining
incentives to report [26], by identifying ‘naturally immune’ indi-
viduals [8], and by testing reporting effectiveness in the field [30].
Among factors influencing reporting, much of the research ex-
plored individual factors, such as perceptions, beliefs, and attitudes
towards the organization [29, 32], and contextual factors, such as
user interface, job role, and situation [16, 30, 49]. However, what
reasons and motivations drive individuals to report phishing at-
tacks in organizations remains unclear. For instance, investigators
in [8] and [16] interviewed respectively 12 and 14 reporters of a
spear phishing campaign. The findings reveal that employees may
be unable to generalize the rationale for reporting a suspicious
email, stating various reasons for reporting, such as being aware
of the sophistication of an attack or feeling responsibility, and not
reporting due to ill-perceived liability or lacking efficacy towards
phishing. In another study with nine participants [7], the authors
suggest that, on top of feeling responsible for colleagues, some
employees may decide to only report phishing emails that are more
sophisticated or more believable than ‘generic’ phishing. On the
other hand, evidence suggests that more believable emails are less
likely to be reported as more believable emails are, in principle, less
detectable [28]. Overall, phishing reporting depends on a variety of
motivations, attitudes, and the type of phishing emails encountered,
and as such, it can be considered an emergent behavior arising from
the interactions of these factors.

2.2 Phishing believability
We draw from previous research on reporting and phishing so-
phistication the concept of ‘phishing believability’, i.e. the extent
the receiver considers a (phishing) email as a credible message
from the source [28]. The idea behind phishing believability is that
the higher the believability, the lower the chances that a phishing
email will be detected as phishing and, eventually, reported to an
IT department. Several factors have been shown to influence the
believability of a phishing email, such as technical specifications
of the email (e.g. sender, payload URL [15, 25, 36, 40]), contextual
alignment between the email and target (e.g., impersonation and
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Table 1: Mail believability features.

Feature Description

Te
ch
ni
ca
l
be
li
ev
ab
il
it
y Payload URL The link requiring target interaction should be plausible

or difficult to distinguish from a genuine one [36, 50].
Sender Non-trivial, coherent spoofing or masquerading of Sender

name and address (username and/or domain) [39, 50].
Attachment The type of document attached to the email does not ap-

pear to be malicious or obviously harmful [50]. The name
of the attachment indicates a harmless file [14].

Other headers Other email headers, such as To: and Reply-To:, can be
spoofed as part of a phishing tactic [45].

Co
nt
ex
tu
al

be
li
ev
ab
il
it
y

Impersonation Themanipulation of email features in such a way the email
seems to originate from a legitimate source. For example,
mentioning or purporting to be the target organization in
the sender, subject, or body of the email [15, 25, 40].

Premise alignment The email content aligns with target experiences and ex-
pectations, such as references to events or activities hap-
pening in the target’s environment, or aligning the pretext
with typical internal procedures or jargon at an organiza-
tion [41, 50].

Timing The delivery of the attack at a useful time, such as festivi-
ties, specific events or a busy time of the day [4].

pretext alignment [10, 50]), appropriate language and tone (e.g.,
communication style at organizations [10, 55]), the visual aspects
resembling a legitimate email (e.g., graphics, layout [58, 62]), and
the usage of persuasion techniques (e.g., authority or scarcity per-
suasion principles [53, 54]).

Although each of these factors contributes to the sophistication
and believability of phishing emails, we focus on those factors that,
at the same time, can increase the believability of a phishing email
and are commonly found in phishing emails. Specifically, contex-
tualized emails are often used in spear phishing campaigns, which
are generally considered more believable [6, 16]. On the other hand,
many phishing attacks attempt to forge technical specifications,
such as URLs or attachments, of an email to make it difficult to
distinguish it from a legitimate one [13, 22]. We, therefore, focus
on the factors affecting ‘technical believability’ and ‘contextual
believability’. Technical believability refers to how convincing or
realistic the email appears from a technical standpoint [28, 50].
This includes the spoofing of the sender address or other header
details, usage of homograph techniques to mask the sender domain
or payload URL, hiding the URL payload behind legitimate services,
such as well-known URL shorteners or file hosting services, or dis-
guising email attachments. Contextual believability concerns the
alignment with the context or expectations of the recipient [20, 28].
This includes tailoring the contents of the email to the targets, such
as impersonating the target’s organization or providing details that
seem relevant to the recipient’s recent activities and interactions,
such as with internal departments or relevant external entities. Ta-
ble 1 describes the email features often used to improve technical
and contextual believability.

2.3 Research gap and contribution
It has been shown that phishing reporting at organizations depends
on a variety of factors, such as attitude, job role, or the type of
phishing encountered [29, 32, 49], as well as different employee

motivations [7, 8, 16]. However, only a few works investigate em-
ployees’ reasons for reporting, often with a handful of participants
and following simulated phishing campaigns, suggesting that a
full assessment and understanding of how employees rationalize
reporting is still lacking.

To overcome this gap in the understanding of user reporting
motivations, research is needed to identify emergent behaviors in
reporting, and identify the factors that condition such behavior (e.g.,
what do they report). For instance, individuals’ decisions to report
can be influenced by the perceived sophistication and consequent
danger of the encountered phishing email [7, 8]. Previous research
suggests that observing reports of more sophisticated emails is
less likely than reports of ‘generic’ phishing [28]. To gain such an
understanding, in this work, we explore reasons and motivations
to report phishing emails by interviewing 49 employees of a mid-
sized European university who reported phishing between 2019
and 2021.

3 METHODOLOGY
Since our research question is exploratory in nature, suitable re-
search methods include those that offer rich, qualitative data about
a phenomenon, allowing building hypotheses and tentative theo-
ries [17]. To this end, we adopted semi-structured interviews [5]
to collect data. The advantage of interviews over, e.g., surveys, is
the possibility to ask follow-up questions and clarify respondents’
answers.

To sample participants, we analyzed a dataset comprising emails
reported to the IT department of a mid-sized European university
(from now on, UNI ) by its employees (Section 3.1). The reporting
mechanism at UNI at the time of the study is to forward suspicious
emails to a dedicated shared inbox, called ‘abuse inbox’, that IT se-
curity employees monitor to detect and take action (e.g., domain/IP
blocking) on reported threats. Reporters receive a feedback note
from the IT security team once the investigation is completed re-
porting on the outcome of the investigation and any actions taken,
where relevant. For our study, we gained authorized access to the
abuse inbox of UNI.

The analysis of the abuse inbox allows us to identify employees
with similar emergent behavior in terms of reporting emails with
common characteristics, i.e., similar contextual and technical believ-
ability. From these clusters, we performed stratified sampling [3] to
interview employees exhibiting the identified different emerging
behaviors (Section 3.2). We asked questions about their motivations
for reporting suspicious emails (Section 3.3) and applied the initial
stage of the Socio-Technical Grounded Theory (STGT) method [24]
to synthesize large amounts of rich, qualitative data (Section 3.4).
In STGT, data collection and analysis occur by means of theoret-
ical sampling and thematic analysis. An overview of the overall
approach is presented in Fig. 1.

3.1 Data characterization
To understand the distribution of reports and reporters, we first
characterized the dataset of the emails reported to the IT depart-
ment of UNI (hereafter, abuse inbox). This step aims to determine
employees with similar emergent behaviors (cf. Section 3.2). The
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Figure 1: Methodology overview.

Table 2: Abuse inbox variable descriptions, unique counts, and examples.

Variable Description Count Example

id Unique id for each reporting instance 8369 012c8a61
reporterAddress Aliased email address of a reporter 1460 UZYRP65M
toAddress Recipient address from the reported email 1921 NAME@fewell.cf
fromAddress Sender address from the reported email 3178 NAME@fewell.cf
subject Subject of the reported email (if available) 3119 Re: Request for Quotation
body Body of the reported email 6503 Good day, Please find attached ...
attachmentName Attachments’ names (if any) 687 Quotation.iso
attachment SHA256 hash of attachments (if any) 1118 dbd06719dcea540153d76d7ac9 ...
receivedTime Timestamp of received time of the reported email (if available) 5102 Tuesday, 19 November 2019 18:50
reportedTime Timestamp of reported time of the reported email 8356 20-Nov-19 8:57:52 AM

mean=5.73; top 30%

median=2, bottom 50%
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Figure 2: Fraction of reporters and # of reports (log10 scaled).

dataset extracted from the abuse inbox at UNI contains 8369 indi-
vidual emails spanning from 2019-02-08 to 2021-03-15 for a total of
766 days. Due to the location of UNI, the dataset features emails in
both Dutch and English.1

A summary of the dataset is given in Table 2. All variables but
id contain duplicate values, e.g., the same emails from a phishing
campaign can be reported by multiple employees. The variable
reporterAddress represents the 1460 unique reporters. The distri-
bution of the number of reports per reporter is skewed towards a
small number of reports per reporter (Mdn = 2, mean = 5.73), with
the top 25% of employees reporting at least 6 emails (Q3 = 6). Fig. 2
presents the fraction of reporters per number of reports.

3.2 Sampling and recruitment
An adequate sample in theoretical sampling is achieved when data
analysis does not generate new insights after several iterations of

1One of the authors is a native Dutch speaker. The automated processing described in
Section 3.2.1 accounts for the language of the reported email.

sampling and analysis (thematic saturation) [24]. Following estab-
lished guidelines [19, 21], we iteratively extended a starting sample
of participants based on the outcomes of the thematic analysis
until thematic saturation was achieved, i.e., no new insights were
obtained. However, by sampling participants directly from the re-
porters’ population, e.g., with random sampling, we could achieve
thematic saturation before interviewing individuals whose emer-
gent behavior is less prevalent [24]. Specifically, it could exclude
from the interviews employees who reported rare, sophisticated
phishing emails. Thus, we opted for stratified sampling: we first
classified emails over features related to contextual and techni-
cal believability (Section 3.2.1); then clustered the employees that
reported a similar fraction of email classes, including potentially
highly believable emails (Section 3.2.2); and finally recruited the
participants to interview from each cluster (Section 3.2.3).

3.2.1 Email classification. We first randomly sampled 20 reporters
and manually reviewed 131 emails reported by them to determine
which believability features (cf. Section 2.2) can be used to automat-
ically classify emails. To ensure the quality of the review [33], four
investigators applied the criteria defined in Table 1, discussed each
sampled email, identified and resolved points of disagreements,
and iteratively updated the review of emails. Given the limited
amount of emails to be coded, two co-coding sessions were enough
to resolve disagreements and update the criteria definitions.

After excluding reports of non-phishing emails2, the review sug-
gests that the sampled emails vary largely in content and mostly
present a low believability on either the contextual dimension, tech-
nical dimension, or both. Emails deemed highly believable on both
dimensions are relatively rare (≈14%, see Appendix A). Importantly,
we observe a high variability of features affecting contextual and

2Not phishing: 42 out of the 131 considered reported emails (32%), of which 28 are
spam emails and 14 are legitimate emails.
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Table 3: Email classification criteria. The full list of domains and file types is reported in Table 8 (Appendix A).

Criterion Type Class Example

Mention of UNI and its variants in body or subject contextual high Dear UNI employee
Otherwise contextual low

If any, the payload URL contains:
a domain of popular URL shorteners technical high bit.ly, t.co
a domain of popular file hosting services technical high dropbox.com
a homograph attack on UNI technical high Vniversity
a domain of popular free web hosting services* technical low vnivesity.weebly.com

If any, the attachment file type is:
uncommon file type in UNI office setting technical high iso, html, msi, etc.

Otherwise technical low
* Overrides previous URL criteria.

technical believability (i.e., fromAddress, subject, and body). This
makes the implementation of automated solutions for accurately
labeling reported emails hard or impossible, as it would require
manually labeling thousands of email features by trained agents
with contextual knowledge of UNI’s environment. However, to
build our employee sampling pool, it suffices to have an approxi-
mate representation of email believability. We assigned each email
a binary value, high or low, indicating the presence or absence of
contextual believability and technical believability features. Table 3
shows the feature matching rules used for the classification stem-
ming from Table 1. The classifier achieves an accuracy of 88.6% and
a precision of 76.1% for contextual believability, and an accuracy
of 72.5% and a precision of 78.1% for technical believability (see
Appendix A for further details).

We find that emails with low technical and contextual believ-
ability are the most common in our dataset (4805, 57%). Emails
with high technical believability are the least common, equal split
between high (745, 9%) and low contextual believability (750, 9%).
High contextual believability and low technical believability are
relatively common (2069, 25%).

3.2.2 Clustering of reporters. The sheer majority of reporters in
our dataset reported suspicious emails only once or twice (Mdn = 2).
As our goal is to understand users’ motivation to decide to report
or not report a suspicious email, we are interested in identifying
subjects that do show repeated reporting behavior. The average
number of reports per person is 5.7, corresponding to the top 30%
of the reporters. Hence, we chose five reports as a threshold for
prospective interviewees. This results in a pool of 445 subjects. As
we are interested in individuals’ behavior and decision-making,
we filtered out reporters whose email address corresponds to a
shared functional account, such as ‘library@UNI.edu’, because it is
unfeasible to trace back individuals who reported a specific message
in the past from a given shared address. Among 445 subjects, 336
used a personal, as opposed to functional, email address.

Each reporter can be characterized in terms of the classes of
emails they have reported, i.e., each reporter can be described using
four variables: Ch_Th (fraction of high contextual and high technical
believability emails among all emails they have reported), Cl_Th
(contextual low and technical high), Ch_Tl (contextual high and
technical low) and Cl_Tl (contextual low and technical low). Using
these four variables as a representation of reports, we perform
clustering. We do not expect clearly separated groups as it is likely
that almost all reporters have reported the most prevalent type
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Figure 3: Optimal number of clusters following the elbow
method. The plot shows the within the sum of square cost
function [51] at the varying of the number of clusters 𝑘 , for
an arbitrary max of 16 clusters. The reduction of the within
sum of squares was negligible for 𝑘 > 5. Hence, we choose
five clusters.

of phishing at some point (i.e., contextual low and technical low).
To determine a suitable number of clusters, we applied the elbow
method and chose five clusters (Fig. 3). Since the features (i.e., Ch_Th,
Cl_Th, Ch_Tl and Cl_Tl) are numeric and at the same scale (i.e.,
bounded between 0 and 1), to perform the clustering we applied
the Hartigan and Wong k-means algorithm [37] with 25 random
sets for the initialization and the Euclidean distance.3

Fig. 4 shows a visualization (reduced to two dimensions) of the
five clusters, capturing approximately 70% of the overall variance.
Cluster 1 overlapswith Clusters 2, 3, and 5. Other clusters appear dis-
joint over these two dimensions; given the high fraction of captured
variance, this suggests the clustering succeeded in meaningfully
separating users based on emergent reporting behavior. Clusters
1, 3, and 4 have approximately 45 subjects each, whereas clusters
2 and 5 have 99 subjects (cf. Table 4). Clusters 2 and 5 include users
reporting mostly (i.e., approx 80% of the time) ‘technical low’ emails
(Ch_Tl or Cl_Tl). The other three clusters show a prevalence of
‘high believability’ emails over either technical, contextual, or both
dimensions.

3.2.3 Recruitment of participants. The recruitment was performed
in several iterations following the theoretical sampling approach.
We send invitations to the institutional email address the prospec-
tive interviewees used for reporting to the abuse inbox. From the
336 reporters in the five clusters, we randomly sample subjects from
each cluster. To keep the scheduling of interviews manageable, for
each iteration, we sample no more than 10% of the cluster size.
3The algorithm is implemented in the R package stats.
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explaining 69.4% of variance. See Table 4 for the total number
of reporters in each cluster and the mean values of Ch_Th,
Cl_Th, Ch_Tl and Cl_Tl per cluster.

Table 4: Clusters of reporters. C=contextual and T=technical,
l=low and h=high.

Cluster Ch_Th Cl_Th Ch_Tl Cl_Tl Total Invited Interviewed

1 0.054 0.270 0.161 0.515 46 20 10
2 0.075 0.042 0.336 0.547 99 16 12
3 0.385 0.074 0.162 0.380 44 23 8
4 0.068 0.075 0.613 0.244 48 27 10
5 0.059 0.061 0.103 0.777 99 27 9

Total 336 90 49

Following the theoretical sampling procedure [24], we invited
participants until thematic saturation was reached for each cluster
separately. Based on Guest et al. [21], we deem saturation to be
achieved when no new themes emerge from the analysis of the last
two interviews. We reached thematic saturation after four rounds,
and 49 interviews (cf. Table 4).

3.3 Interviews
During the interviews, we asked high-level questions on the ratio-
nale and motivations for reporting suspicious emails to the abuse
inbox. Following best interview practices [5], a one-page interview
guide was tested and revised after a pilot interview with a PhD stu-
dent in our research group. A detailed interview guide is available in
Appendix C. As recommended by Bird [5], the semi-structured inter-
views were carried out by one of the investigators in a confidential
setting, either in-person (individual offices, or reserved conference
rooms) or online via the institutional video conferencing service.
Before the interview, participants were reminded that they could
withdraw from the study without explanation and were handed
an information sheet together with the consent form. English was
the primary language, except for one case where the national lan-
guage was used (a native speaker assured the validity of interview
questions and answers).

3.4 Data analysis
The interviews were recorded, transcribed with the help of special-
ized software, and paraphrased following the approach taken in

a similar study [16]. The subsequent analysis of the transcripts is
largely based on the initial stage of the STGT method interleaving
data collection and data analysis steps: 1) we identified emerging
codes, 2) formed and assessed themes, 3) checked the saturation of
themes, and 4) eventually sampled additional participants from our
sampling pool (see Section 3.2). The first iteration of coding was
carried out in person with hard-copy printouts by four investigators
(one of them with extensive experience with qualitative methods).
The following iterations were carried out by the first author in a
virtual environment. To ensure the quality of the analysis, all four
investigators regularly met and discussed the coded transcripts,
identified ambiguities, and resolved disagreements. Furthermore,
to ensure validity of the codes, the remaining authors have inde-
pendently applied the codes created by the first author to three
randomly selected paraphrased transcripts each. The inter-rater
agreement [34] of the first author with the second one was 80%,
with the third one was 68%, and with the fourth one was 77%, for
an average agreement of 75% (a ‘moderate’ agreement level [34]).
More details on the codes are available in Appendix D.

3.5 Ethical considerations
Data collection and analysis were carried out under ethical approval
ERB2020MCS13 by our institution’s ethical review board. Potentially
sensitive information willingly or unwillingly contained in the re-
ported messages was removed from the analysis whenever possible.
Participants were thoroughly informed about the research aims and
methods, both orally and in writing, on a consent form; they were
offered enough time to familiarize themselves with the form and
ask further questions (including after the interview). The interview
was carried out adhering to ethical guidelines [1]. Data collection
and analysis were executed on the university’s premises, through
encrypted communication and storage, minimizing potential harm
to the participants. Based on the consent agreement signed by the
participants, we cannot publish the raw data.

4 RESULTS
4.1 Thematic analysis
We identified 13 themes characterizing the rationale for reporting
phishing emails to the IT department by the employees. Table 5
summarizes the identified themes and participant contributions per
cluster. We stress that the counts of participants merely reflect the
opinions of the interviewees participating in our study and are not
intended to reflect the prevalence of the themes among all reporters.
As such, these numbers are intended to provide qualitative rather
than quantitative insights.

The table shows that the intention to protect their colleagues,
the organization, and themselves was mentioned most commonly
by the participants. The second most common reason is helping
their colleagues or the organization as a whole. Following, various,
less homogeneous motivations drive employees’ reporting behav-
ior. For example, some employees report in case of doubt (ask for
confirmation), others are aware of phishing risks due to their
previous experience (awareness and experience). Less common
reasons include annoyance and the will to ‘fight hackers’. In-
terestingly, participants mention detection, a distinct but related
activity to reporting, as a motivation. In the following, we elaborate
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in detail on the identified themes. Appendix D provides further
examples in the codebook.

Protect and help. Theme protect others refers to the intention
or desire to prevent others from receiving phishing emails, falling
for phishing, or becoming subject to the negative consequences
of phishing, such as causing “harm to our computers” (P2). This is
the most prevalent reason to report, mentioned by almost 70% of
the interviewees. The majority of participants are concerned that
others might not recognize a phishing email and can be deceived
or “be hacked” (P7). These considerations are often drawn from par-
ticipants’ previous experience with phishing (see the awareness
and experience theme). Only a few participants expect their col-
leagues to be less careful or not have enough detection skills. For
example, “[I report] so that nobody gets trapped in those phishing
emails. I don’t, but others can.” (P1) or “There are colleagues that
would not look carefully enough at the emails (sender addresses), so
might fall for it.” (P6). In contrast, one participant observed that
anyone, irrespective of vigilance, can be deceived under certain cir-
cumstances. Interestingly, some participants were concerned that
other colleagues might be annoyed or bothered by phishing emails:
“Prevent other people from being annoyed by yet another phishing
email.” (P44).

The second most prevalent reason to report is to protect UNI.
This theme aligns with the previous one in that it captures the
desire to protect the university environment, however, with an
emphasis on the organization as an institution or as a set of sys-
tems, networks, and data rather than as colleagues; for example,
to minimize institutional risk (“to lower risk for the organization”
(P24), “to protect the confidentiality at UNI” (P13)), or reputation
damage (“to keep the reputation of UNI high” (P41)).

The protect me theme represents motivations that are con-
nected to safeguarding participants’ own security (often mentioned
as ‘safety’) in terms of data, work, and ability to work. Few partici-
pants reported their understanding that the protection of others is
closely related to their own because “[...] maybe one day I’m a bit
sleepy and I press on the wrong link, so I’d like to prevent others as
well because it can happen to anyone” (P44), and vice-versa.

Mentions of theme help UNI, including the IT department, refer
to the intention to assist the organization in its mission to keep a
functioning environment and avoid negative consequences of an
attack, similar to protect UNI, but with an explicit reference to
helping someone to protect themselves. Such mentions concern the
intention to help the IT department achieve wider visibility of an
ongoing attack and assist them in thwarting it: “I report to make the
IT department aware, so they can act on it, and they can’t monitor
everything.” (P9) or “My motivation is to let [the IT department]
investigate and have more clues about the phishing emails and receive
fewer emails.” (P45). Some participants linked the desire to assist
the organization to protect others or themselves, e.g., “I think they
[the IT department] may be able to block links etc., so sending it might
help others and avoid them [phishing emails]” (P34).

Awareness, experience, and doubt. We observe a connection
of the themes related to protecting and helping with the theme
experience and awareness. For instance, participants mentioned
news reports of data leaks and ransomware attacks at hospitals

and other universities (with the University of Maastricht4 as a
recurrent case). In particular, participant reasoning reveals a degree
of awareness in direct connection with how phishingmay occur and
with the possible consequences of a successful attack. For instance,
participants mentioned: “Relative to previous years’ attacks, current
attacks are way more realistic, like no spelling mistakes” (P45) and “I
know the danger phishing can cause, e.g., in Maastricht” (P9).

At least three interviewees’ answers referred to past events,
suggesting that awareness (of risks) might derive from experience
as well: “Some colleagues were affected and their computers were
locked and held hostage (crypto ransomed), with their PCs unavailable
for two weeks. Therefore, the impact can be big” (P39).

In case of doubt over the legitimacy of an email, participants
said they report to ask for confirmation as a ‘default strategy’.
‘Report in case of doubt’ is often a common recommendation within
organizations and in awareness material. However, this may be at
odds with efficient security processes at the organization: too many
reports can increase the workload of IT teams and risk delaying
actions on high priority reports [8].

In one instance, a participant said theywould ask their colleagues
and, eventually, send it to the IT department: “I also ask for confir-
mation from my colleagues if they received it too. If so, they often tell
they ‘Throw it away’ and don’t report” (P29); another participant
mentions reporting as a ‘default strategy’ to deal with suspicious
messages: “Always, if I don’t trust, I send it to ‘abuse’ [the report-
ing inbox]” (P47). This ‘default strategy’ appears closely related to
the efficacy to report, which relates to knowledge of what to do
with suspicious messages (and how to do it) from the efficacy to
report theme discussed next.
Efficacy and responsibility. The efficacy to report theme
gathers mentions related to the knowledge and efficacy in reporting
suspicious emails, i.e., being confident in the need to report rather
than knowing what exactly constitutes phishing. The majority of
codes in this theme indicate that participants report because they
are told to do so (by the IT department). This connects to the ‘default
strategy’ from the ask for confirmation theme (e.g., “I just send
them to [the IT department] and I get a response later that this is
indeed phishing and that I don’t have to do anything” , P34), which is
enabled by knowing what to do or how to report, as it emerges from
the efficacy to report theme: “I was told if I get a suspicious
email, I should report, so I did.” (P34) or “Because I know that there is
the abuse [inbox]” (P19). One participant mentioned that reporting
takes “very little effort” (P23), suggesting that another enabling
factor to report is the easiness of reporting.

Many participants reported suspicious emails driven by a sense
of responsibility: “if someone threatens via my email, I think it’s
my duty to inform [the IT department]” (P11); comparing reporting
to a civic habit (“like, throwing garbage in a civil way” , P48) and
in one case acknowledging that protection of others is related to
their own (“Security is our all responsibility” , P32). These answers
highlight a sense of conscientiousness towards the organization
as a community and appear to be an external motivation driver to
report for some employees (as also expressed by one participant in
the loyalty theme). In one instance, a participant felt responsible

4The University of Maastricht was hit by ransomware through a phishing campaign;
the case was extensively covered on the national news.
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Table 5: Overview of the identified themes per cluster of reporters. The numbers of contributing participants are not intended
to reflect the prevalence of the themes among reporters from UNI.

Theme Contributing participants

Tot clst1 clst2 clst3 clst4 clst5

Protect others: colleague or community, their systems, confidentiality and data 34 6 9 6 7 6
Protect UNI: organization, employer, their systems network and data 24 4 6 5 3 6
Protect me: myself and my system, confidentiality and data 18 5 4 3 2 4
Help UNI/IT: intention to assist the university, the IT department in handling the issue of phishing 29 5 8 5 5 6
Help others: intention to assist colleagues in handling the issue of phishing 3 1 1 0 1 0
Loyalty: to the organization and community as a reason to protect 1 1 0 0 0 0
Awareness & experience: awareness of phishing risks and consequences stemming from personal and third party experience 8 2 1 2 2 1
Ask for confirmation: reporting in case of doubt over the legitimacy of an email to IT or colleagues 6 2 0 1 1 2
Sense of responsibility: the feeling of responsibility or duty to report as a norm, civic duty, or conscientious behavior. 10 3 3 0 2 2
Efficacy to report: knowing and being confident about how or why to report 7 2 1 1 3 0
Annoyance: the feelings of being annoyed or angry by the unwanted emails or the sender 8 0 4 1 1 2
Fight hackers: the desire to fight or punish the attackers, or a feeling of disdain towards the perpetrator as a reason to report 5 2 1 1 1 0
Detection: reporting because an email was detected as (suspicious) phishing 5 2 0 0 0 3

for “the data in the emails” (P4) as a direct function of their role as
secretary.
Annoyance and fight hackers. A considerable number of par-
ticipants mentioned that they report phishing emails because of
the annoyance caused by receiving unwanted emails. Some partic-
ipants express anger at the sender of a phishing email: “Do they
think I’m stupid, or something?” (P15) and “get a life, a job, do some-
thing better” (P44). The rest of the mentions are milder and involve
junk email in their reasoning (“If this is the spam emails, they annoy
me; therefore, I reported some” , P31), however, with a distinction
between phishing and spam: “It’s pretty rare to receive [phishing]
emails, so it’s a very low level of being annoyed” , (P20).

At least in two cases annoyance is linkedwith the desire to fight
hackers where participants feel disdain or disapproval towards
‘hackers’ (“I hate them” , P9 or “they should stay out of it” , P38); or be-
cause of the consequences of tolerating such attempts (“To minimize
the chance to enrich themselves by our means” , P26). This signals that
the act of reporting potential phishing emails is not only driven by
specific, objective rationales or expectations but also by feelings [7].
Detection. The detection theme is a special case of reasons to
report, as answers belonging to this theme somewhat elude the
scope of reporting, which is an action that typically follows de-
tection. For example, participants stated that they report emails
“When I get an email with a strange request or the email address is
not correct” , (P5) or “When I don’t believe it, it’s too good to be true.”
(P9), indicating that “they report because they detect”. It is worth
noting that all respondents in this theme provided additional rea-
sons, such as to protect or help UNI. Yet, the immediate answer
to why they do report suspicious emails was related to detection.
This can be a sign of unbalanced prowess between detection and
reporting activities [8].

4.2 Differences across clusters
Cluster-wise, we observe limited differences in the themes men-
tioned by clusters 2, 3, and 4, on the one hand, and by clusters
1 and 5, on the other hand. The latter two are the only clusters
containing mentions of detection-related reasons to report. Inter-
estingly, participants in these clusters reported significantly more

contextual low and technical low (Cl_Tl) emails than the other
types (see Table 4). This might suggest that the participants’ rea-
soning ‘report everything detected’ is reflected in their emergent
behavior of reporting ‘any’ suspicious email.

Another observable, qualitative difference in themes concerns
cluster 5 where the ask for confirmation theme is prevalent
as a ‘default strategy’ when encountering suspicious emails. This
may indicate that cluster 5, which reports mostly Cl_Tl emails,
might show a somewhat lower prowess in terms of handling sus-
picious phishing emails, or at least lower confidence in evaluating
whether reporting for that email is necessary. A possible expla-
nation could be that employees in cluster 5 may lack confidence
regarding phishing detection or prefer to delegate every decision-
making, act conscientiously by adhering to the rules at the organi-
zation, or a combination of both.

5 DISCUSSION
Summary of results. All participants mentioned protecting oth-
ers/UNI or assisting the organization as a reason to report, making
these themes the main factors that drive the reporting of suspicious
emails. These factors can be directly linked to the altruistic tendency
of individuals in organizations (an antecedent of OCBs), which is
a known predictor of intention to report phishing [32]. The third
most common theme concerns employees’ own protection and, in
some cases, it is mentioned as an indirect effect of the protection of
others. The remaining themes vary considerably in presence across
participants, underlining the high dimensionality of factors that
constitute the rationale for reporting. The main themes (protecting
and helping) are often, but sparsely, related to the rest of the themes,
such as awareness and experience (e.g., in terms of understanding
the severity of consequences [56]), to know how and be able to
report (e.g., in terms of self-efficacy [29, 32]), or feeling responsible
(as in commitment trait [32]) or even angry (as an emotional driver
for reporting [7]).

A complex mix of motivations to report. Our results suggest
that whereas some themes, such as the ones related to helping and
protecting, are common among most reporters, different subjects
report a wide and disparate range of additional motivations. These
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motivations often appear to interrelate, such as in the themes related
to helping and sense of responsibility, depicting a complex sce-
nario whereby some subjects feel both an obligation from a sense of
duty (e.g., from an internal policy) and the desire to be proactive and
helpful within their organization and/or towards their colleagues.
Interestingly, we find that uncertainty plays a role in actively report-
ing (as opposed to not taking action), with some subjects reporting
‘just in case’ a threat is present (ask for confirmation). Further,
our results uncover previously unseen motivations to report phish-
ing emails: annoyance and fight hackers. The former falls in the
category of intrinsic rewards whereby the person wants to get rid
of unwanted emails (while still distinguishing phishing from spam).
The latter reveals a more visceral motivation to act, signaling a cer-
tain level of personal relevance and, thus, a higher likelihood to act
on it [7]. Since these motivations have not been investigated previ-
ously and are not directly linked with existing models, researchers
may test such hypotheses in future experiments to understand
whether these factors can contribute to explain reporting behaviors.
Finally, we did not observe significant differences in themes across
clusters (possible explanations are discussed in Section 5.1). Qual-
itative observations concern clusters 1 and 5 (reporting mostly low
contextual and technical believability emails) vs. other clusters: mo-
tivations to report mentioned in clusters 1 and 5 are mainly linked
to themes ask for confirmation and detection. As seen in Sec-
tion 4.2, this relation might suggest a lower prowess in dealing with
suspicious phishing emails for clusters 1 and 5, as opposed to cluster
3 (mostly high believability emails), assuming similar base rates of
(type of) received phishing emails. If this relation is confirmed, a
phishing reporting mechanism able to gauge the reasons for report-
ing a given email can provide a series of ‘reasons to report’ options
in the user interface of an email client upon the reporting action (e.g.,
similar to [49]), that include an ‘ask for confirmation’ option. Such a
mechanism might be valuable for users who keep selecting ‘ask for
confirmation’ as a reason to report whereby theymight be presented
(targeted) training opportunities to uplift their phishing detection
skills [12]. Further, whereas this study focuses on reasons to report
phishing emails, different motivations may emerge for reporting
other types of suspicious, yet not phishing, emails such as spam.
Whereas these reports may not be about an actual security threat,
follow-up studies on this may reveal additional nuances on the
relation between threat perception and (preventative) user actions.

The importance of keeping the reporter ‘in the loop’. An-
other promising research venue on reporting concerns how feed-
back and (public) acknowledgment of employees successfully re-
porting attacks might benefit organizational security. Previous
work showed that acknowledging reported incidents and validat-
ing reported emails can facilitate reporting as a crowd-sourced
defense [26, 30, 57]. In this sense, our findings lead to ask the ques-
tion: given employees’ motivations and reasons, what feedback
could be provided to encourage reporting again in the future? For
example, one interviewee stated: “Sometimes, when reporting, there
is a lack of feedback [...] I might lose motivation because nobody reads
this [the report].” (P13). Indeed, personal feedback on true positive
reports encourages employees to report more [30]. Moreover, P13
added “It would be interesting to have internal statistics once a year
or so, maybe this will inspire people to report more” . This suggests

that, by reporting public statistics on recent phishing campaigns
and report efforts, employees whose main concern is protecting
colleagues might consolidate their self-efficacy as well as motivate
others [26, 27, 32]. However, apart unintended effects from incen-
tivized reporting [8, 27], not everyone cares to receive feedback and
might instead perceive it as a nuisance: “When I report an email to
[the IT department], they open a ticket and inform me what they’ve
done with this, but I don’t care, I’m not curious what they do with it.
I just want to give them information.” (P7). Therefore, the question
of the type of feedback to give reporters assumes a new relevance
on its own.

Links to theoretical underpinnings. Our investigation reveals
a wide range of reasons and motivations for reporting phishing
emails. A first highlight is that several themes concern protecting
and helping. These themes closely relate to the protection motiva-
tion construct utilized in the Protection Motivation Theory (PMT),
which explains a fair share of intentions related to cyber security
behaviors [48]. The PMT posits that individuals form their behavior
from a cost-benefit analysis where risks associated with the behav-
ior (threat appraisal) are compared to the costs of trying to reduce
the risks (coping appraisal) [44, 48]. These factors can lead to a high
protection motivation, resulting in protective behaviors, such as
reporting phishing emails. Additional themes linked to protecting
and helping include sense of responsibility and efficacy
to report, which are clearly related to coping appraisals mech-
anisms of subjective norms (e.g., civic duty to report) [52] and
self-efficacy (e.g., easy to report) [56]; also, the awareness and
experience theme can be related to threat appraisals antecedents,
such as threat severity (e.g., aware of the severe consequences of a
successful phishing attack) [48]. Our findings endorse the applicabil-
ity of PMT to explain the protective security behavior of reporting.
However, whereas a large body of research on PMT and informa-
tion security behaviors focuses on the perceptions and avoidance
of phishing (and other threats), no previous work employed PMT
to model and predict employees’ (intention of) reporting phishing
emails, which our findings suggest to be a suitable protective be-
havior. The only PMT-related research that deals with reporting,
does so within the scope of generic security behaviors, such as
following information security policies (ISP) that include phishing
reporting [32]. However, evidence suggests that models mapping
antecedent factors to generic behaviors (ISP that include report-
ing) may not represent a specific behavior (of intention to report)
well [32, 47]. Therefore, understanding what drives reporting be-
haviors from the well-established PMT point of view can be crucial
to identify potential interventions aimed at individuals that may,
but do not report phishing; for instance, individuals who are less
aware of the threat severity in their organization or of the efficacy of
their response to the threat (reporting to the IT department) might
benefit from training interventions, such as tailored awareness
programs [32] and role-playing training [12].

Similarly to PMT, many themes appear to reflect the relationship
between individuals’ traits that affect Organization Citizenship Be-
haviors (OCBs) and phishing reporting. For example, the distinction
between protecting colleagues and the organization as a whole can
be framed in terms of the individual- vs. organization-directed Or-
ganizational Citizenship Behaviors (OCB) [38, 59], which include
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reporting phishing to the IT department. Participants who direct
their reasoning toward helping and protecting the organization as
a whole might share traits and attitudes related to organizational-
directed OCBs, whereas participants mentioning protecting others
might score higher on traits related to individual-level OCB. For
example, among the individual OCB predictors that were shown to
influence intention to report [32], altruism aligns well with the (rela-
tively prevalent in our data) themes related to protecting and helping.

Other organization-level OCB traits, such as commitment and
civic virtue, appear connected to reporting behaviors motivated by
the desire to protect UNI and by the sense of responsibility,
although previous work did not confirm such relations yet [32].
Moreover, our findings on the ask for confirmation theme (as
a ‘default strategy’ when encountering suspicious emails) opens
the question of whether more reports equals more security, as the
efficiency of IT teams might suffer due to too many reports [8].
Indeed, there may be individuals who choose to not report to avoid
creating an additional burden for their colleagues, as seen with
the sportsmanship OCB trait [32]. Therefore, further research on
drivers of phishing reporting is necessary to foster a sustainable se-
curity culture [32] and develop efficient collective defenses against
phishing [8, 12].

5.1 Limitations/Threats to validity
As is the case with any empirical study, the validity of our conclu-
sions might be threatened by various reasons. Our research com-
bines a quantitative (identification of the clusters) and a qualitative
component (analysis of interviews). For the quantitative component
we adhere to the well-established threats to validity framework of
Shadish, Cook, and Campbell [46] and guidelines based on it [60].5
This framework is inappropriate for the qualitative component,
and hence in our reflection, we adhere to the guidelines of Lincoln
and Guba [31]. Quantitative. One of the main constructs of our
study is believability; the validity of our conclusions can, hence, be
threatened by the operationalization of this construct. These threats
are partly inherited from the previous work on this topic [20, 28]
and partly stem from the joint identification of the believability
features suited for automation (Section 3.2.1). To address the lat-
ter threats, we have to ensure that agreement has been reached
between all four investigators. This threat is closely related to the
instrumentation, i.e., errors introduced by the believability classi-
fier (Section 3.2.1), that threaten the internal validity of the study.
To mitigate this, the development of the classifier followed best
practices involving iteratively analyzing false positive and false neg-
ative outcomes over independent training sets until classification
performance was deemed sufficient. Further, UNI conducts inter-
nal phishing awareness campaigns that may affect the reporting
rates considered by our sampling strategy. As the degree to which
awareness campaigns may affect behaviour is unknown, we rely on
our internal knowledge of UNI and employ a best-effort approach
and remove sampled reported emails that are likely to belong to an
internal awareness campaign. We expect any residual effect to be

5We are mindful of the ongoing debate on trade-offs in research study design and
threats to validity induced by these trade-offs, taking place in many scientific disci-
plines [11, 35, 61]. However, in the absence of a commonly accepted alternative to
the threats to validity framework of Shadish, Cook, and Campbell, we adhere to it,
acknowledging its limitations [42, 43].

minimal and not impacting study results. External validity related
to the criteria used to classify emails that may depend on the type or
frequency of emails normally received at UNI (e.g. whose employ-
ees may be used to emails from, for example, predatory publishers).
Qualitative. To ensure credibility of the study, we focus on UNI,
a university we have been familiar with for an extended period.
To ensure transferability of our findings, in this report, we provide
a detailed description of the interview and analysis process such
that the person who might be interested in transferring the study
insights can decide whether they might apply to their situation.
Finally, to ensure dependability, i.e., the ability to audit the process,
we provide the audit trail from the interview data to process notes
(themes and examples of quotes corresponding to each theme).

Finally, we discuss the limitations of our work. The exploratory
nature of the study required us to focus on the qualitative analysis
and no quantitative insights should be derived from it. The overview
of the themes per cluster in Table 5 does not necessarily reflect
the prevalence of different reasons for reporting. Follow-up studies
should investigate several complementary explanations for the lack
of differences across clusters: a strong variability of motivations
(other than protecting) between subjects, fundamentally different
base rates of the type of phishing emails received by participants,
and the classification of phishing believability is not able to reflect
the real believability of emails to derive the clusters.

6 CONCLUSION
In this work, we investigated what motivations drive users to report
suspicious emails and which types of emails they report. To this end,
we sampled and interviewed 𝑛 = 49 employees from the pool of
phishing reporters at a medium-sized European technical university.
The results show that protecting and helping the organization and
others are the main factors that drive the reporting of suspicious
emails. Other factors for reporting phishing emails are a sense of re-
sponsibility, awareness of the negative consequences they can lead
to, or insecurity. Interestingly, our results show phishing reporting
is also driven by feelings such as annoyance and anger towards the
attackers. By relating our findings with PMT, we identified relevant
insights and promising directions for future work.
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A DETAILS ON EMAIL CLASSIFICATION AND
REPORTER CLUSTERING

To obtain an insight into the overall email characteristics, we sam-
pled 20 reporters and classified the resulting 131 emails reported
by them. We manually classified the emails as phishing vs. not
phishing (i.e., legitimate/spam), and high contextual and/or high
technical believability. Given the experience of the investigators in
the context of UNI, classifying phishing and not phishing emails
was a straightforward task with the dataset at hand. The classifica-
tion of believability, however, was carried out deductively by four
investigators by means of the a-priori defined criteria of Section 2.
To ensure the quality of the analysis, the four investigators coded
the emails by discussing each sampled email, identifying points
of disagreements and resolving disagreements, and iteratively up-
dating the analysis of emails [33]. Given the limited amount of
emails to be coded, two co-coding sessions were enough to resolve
disagreements and update the criteria definitions. Out of the 131
emails, 42 (32%) were deemed as not phishing and 89 as phishing
(68%), and no ambiguous or unknown type of emails were identified.
The believability classification results are reported in Table 6 for all
131 sampled emails, and in Table 7 for only phishing emails. The
abuse inbox contains emails that vary largely in content as well as
in contextual and technical believability. The majority of sampled
phishing emails present a low believability on either one of the
believability dimensions (19 and 29) or on both (25), and emails
high on both dimensions are only 16 (≈18%).

Table 6: Outcome of manual classification of 131 emails.
Technical

low high

Contextual low 56 36
high 21 18

Table 7: Outcome of manual classification of 89 phishing
emails (removing the non-phishing emails from the total
sampled 131 emails).

Technical

low high

Contextual low 25 29
high 19 16

Importantly, we observe a high variability of features in the
data that affect contextual and technical believability the most (i.e.,
fromAddress, subject and body). Previous literature on investi-
gating characteristics of phishing attacks reports similar limita-
tions [18, 50]. When attempting to characterize more advanced
features in phishing emails, previous efforts rely on, for example,
massive historical data with ground truth [23] or simplify the rel-
evant features to satisfactory levels of approximation within the
scope of the study [54].

The outcome of the review suggests that implementing a ma-
chine learning approach to identify high contextual and technical
believability reports might be inappropriate for our goals. On the
one hand, an unsupervised method to detect similar features might
identify sufficiently large phishing or spam campaigns, but it will
unlikely identify the less frequent sophisticated emails. On the
other hand, manually labeling the features that determine a high
contextual and technical believability to enable a supervised ap-
proach for the purpose of our sampling strategy and to answer
the research question would be impractical. For instance, building
a training set would require thousands of emails to be labeled by
experienced agents with contextual knowledge. Given the relatively
static structure of the emails and the specific nature of our dataset
of emails that come from only one organization (e.g., identifying
targetization towards UNI can be done with a regular expression
matching the -short- name of UNI), we apply a rule-based classifier,
with the exact rules reported in Table 8. We selected email features
that showed a lower variability (e.g., mentions of UNI, as opposed
to pretexts matching UNI context) and features that are more robust
indicators of contextual or technical believability (e.g., free web
hosting domains in the URLs signal a low technical believability).

To evaluate the classification performance of the rule-based ap-
proach, we used the manually classified emails as the ground truth
and ran the naive classifier on it. Table 9 and 10 report the true
positives and negatives, and false positives and negatives for the
contextual and technical believability classifiers, respectively. The
contextual believability classifier has an accuracy of 88.6% and a pre-
cision of 76,1%. The technical believability classifier has an accuracy
of 72.5% and precision of 78,1%.

Fig. 5 shows the distribution of the fractions of reported emails
across the combinations of Contextual and Technical features.
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Table 8: Classification rules.

Criterion Type Class

A regex with UNI and variations contextual high

Otherwise contextual low

If any, the payload URL contains:
a domain of popular URL shorteners:
bit.ly, 1drv.ms, is.gd, tinyurl.com, bit.do, cutt.ly, s.id, rebrand.ly, ht.co, clck.ru, bit.do, rplg.co

technical high

a domain of popular file hosting services:
dropbox.com, drive.google.com, docs.google.com, box.com, mega.nz, onedrive.live.com, forms.office.com, icloud.com, nextcloud.com, spideroak.com,
idrive.com, pcloud.com, mediafire.com, tresorit.com, egnyte.com, sugarsync.com, storegate.com, opendrive.com, jungledisk.com, carbonite.com,
flipdrive.com, filesanywhere.com, elephantdrive.com, adrive.com, clck.ru

technical high

a homograph attack in the link based on the strings related to UNI: [redacted for submission] with Levenstein distance is either 1 or 2 from the strings in
domain and subdomain

technical high

a domain of popular free web hosting services*:
weebly.com, 000webhost.com, 000webhostapp.com, x10Hosting.com, wix.com, ucoz.com

technical low

Not any of these: zip, rar, 7z, doc, docx, docm, xls, xlsx, ppt, pptx, pdf, jpeg, jpg, png, gif, exe technical high

Otherwise technical low
* Overrides previous URL criteria.

Table 9: Classification perfor-
mance for contextual believ-
ability.

Reference

low high

Prediction low 81 4
high 11 35

Table 10: Classification per-
formance for technical be-
lievability.

Reference

low high

Prediction low 70 29
high 7 25
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Ch_Tl 0.000 0.125 0.219 0.260 0.385 1.000
Cl_Tl 0.000 0.400 0.566 0.545 0.689 1.000

Figure 5: Distribution of fractions of reports across the com-
binations of Contextual and Technical features (Boxplot on
the left and detailed statistics on the right).

B DETAILS ON PARTICIPANTS
Table 11 reports the demographics of the participants.

Table 11: Participants’ demographics

Variable Value Freq.

Gender identity Female 29
Male 20

Role Faculty (Assistant, Associate, Full Professor) 6
Lecturer 1

PhD student/PostDoc 3
Manager 4

Support staff 27
Secretary 8

Reporting outside UNI Yes 25
No 24

Aware of UNI’s ISP Yes 11
No 38
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Table 12: Codebook with examples.

Theme Description Example

Protect me Protect oneself from being a victim, protect own data, computer, or system. This
includes avoiding negative consequences, such as data theft or not being able to work.

I want to feel safe in my email [inbox]. (P27)
I want to be in the picture. I report it because I want to
know if I should worry that my laptop has a virus or what
is it (P4)

Protect others Includes the concept of protecting others, people, colleagues, or community as a
reason to report a suspicious email. This extends to protecting others’ systems and
data.

To protect the community (P13)
Because it’s not only my inbox to receive these emails but
also other people (P13)
Warning people for certain accounts [those who received
it as well] (P12)

Protect UNI Includes the concept of protecting UNI as a reason to report a suspicious email. This
extends to protecting systems, networks, and data.

Keep the [UNI] network safe (P14)

Loyalty Explicit expression of loyalty to UNI (as a reason to report). Loyalty to [UNI] and the community. (P29)
Help UNI/IT Help/assist UNI and/or specifically its IT department in their effort to handle the issue

of phishing emails/protecting infrastructure/employees.
Sometimes I know it’s only spam, which I also send to abuse,
so they block them (P27)
Warn [the IT department], so they block access to a website
and prevent further damage (P37)

Help others Help/assist colleagues in their efforts to avoid falling for phishing. Because I can help others with it. (P29)
Sense of responsibility The person feels/knows it’s their duty/responsibility to report (or to help/protect

UNI/IT/colleagues/data), either because reporting is the norm, a civic duty or simply
"the right thing to do".

Then it should be a normal thing to report. [. . . ] I think this
is good practice, and should be general practice. (P2)

Awareness &

Experience

The person is aware of the risks and consequences of phishing/not reporting. This
includes previous experience w.r.t. personal experience and/or others’ or in the news.

I know the danger phishing can cause, e.g., in Maastricht.
(P30)
It’s one of the biggest risks and nuisances nowadays (P30)

Ask for confirmation Enquiring IT/other colleagues to confirm or refute that an email is phishing as a
reason to report.

Also, to ask for confirmation that it is phishing. (P12)

Efficacy to report Statements on (having) the efficacy to report (e.g., because it’s easy). Includes the case
of knowing how to report and knowing that they should do this (e.g. being told once).

Because I know that there is the abuse@UNI.edu. (P15)
Once I was asked to do it, so I do it. (P27)

Annoyance Statements about the feelings of being annoyed or angry at the attacker/attack. Some-
times refers to being annoyed by spam.

Hopefully, I will not get them back in my mailbox because
it’s so annoying. (P43)

Fight hackers Statements on the desire to fight or punish the attackers, or a feeling of disdain
towards the perpetrator as a reason to report.

I don’t approve phishing attacks. I want to correct them;
(P28)

Detection When they answer the question "how do you detect" instead of "why do you report".
For example, reporting because the pretext is strange/suspicious, they do not trust it
or the sender is unknown/impersonated.

When I don’t believe it, it’s too good to be true. (P27)
I don’t know sender name (P18)

C DETAILS ON INTERVIEWS

Listing 1: Interview guide.
Consent being recorded
Remind they can pause or stop the interview whenever they want.

The goal of our research at the [research] group of [department] is
to explore what and why our colleagues at [UNI] (and
organizations in general) report suspicious messages to enable
the development of better tools and methods against such
threats in the future.

0.1) Have you also reported suspicious emails beyond [UNI]? - e.g.,
bank, your email provider etc.

0.2) How do you consider the role of the employee in the protection
of the organization?

0.3) Are you aware of the Information Security Policies at the [UNI]?
To what extent do you believe they are relevant to your
security, as opposed to the university's?

Main questions:

1.1) Why would you report a suspicious email?
1.2) What would you say are your main motivations that drive you to

report an email as phishing?

Closing questions:

These were my questions. Is there any comment or feedback that you
would like to share about this interview or phishing/reporting
in general?

The interview guide is shown in Listing 1. The guide begins with
a brief description of the study goals. We then asks introductory
questions to familiarize the interviewee with the conversation for-
mat. The study description and introductory questions were crafted
to avoid priming the participants on the follow-up questions. Fur-
ther, we asked high level questions on the rationale and motivations
to report suspicious emails to the IT inbox.

We wrapped up the interview by asking about the participants’
role at the university from a multiple-choice list derived from the
UNI organization chart (cf. Table 11), and by encouraging them to
share any comments, feedback, or concerns over the interview and
the study.

D CODEBOOK
The codebook contains a short description of associated codes that
(will) form a theme, an inclusion/exclusion criterion, and several
(counter) examples. Initial themes were formed upon new cards
defining new groups, and with each newly formed theme, a re-
sorting of cards was applied to meaningfully assess if and which
groups need to be reformed. Codebook definitions were added
and/or updated for the new themes (akin to the constant compari-
son [24]). The codebook with examples is reported in Table 12.
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