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Abstract
Remote proctoring technology, a cheating-preventive measure, of-
ten raises privacy and fairness concerns that may affect test-takers’
experiences and the validity of test results. Our study explores how
selectively obfuscating information in video recordings can pro-
tect test-takers’ privacy while ensuring effective and fair cheating
detection. Interviews with experts (N=9) identified four key video
regions indicative of potential cheating behaviors: the test-taker’s
face, body, background and the presence of individuals in the back-
ground. Experts recommended specific obfuscation methods for
each region based on privacy significance and cheating behavior
frequency, ranging from conventional blurring to advanced meth-
ods like replacement with deepfake, 3D avatars and silhouetting.
We then conducted a vignette experiment with potential test-takers
(N=259, non-experts) to evaluate their perceptions of cheating detec-
tion, visual privacy and fairness, using descriptions and examples
of still images for each expert-recommended combination of video
regions and obfuscation methods. Our results indicate that the effec-
tiveness of obfuscation methods varies by region. Tailoring remote
proctoring with region-specific advanced obfuscation methods can
improve the perceptions of privacy and fairness compared to the
conventional methods, though it may decrease perceived infor-
mation sufficiency for detecting cheating. However, non-experts
preferred conventional blurring for videos they were more willing
to share, highlighting a gap between the perceived effectiveness of
the advanced obfuscation methods and their practical acceptance.
This study contributes to the field of user-centered privacy by sug-
gesting promising directions to address current remote proctoring
challenges and guiding future research.
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1 Introduction
In remote high-stakes testing, aimed at cost-effective competence
assessment, cheating prevention is often done via video recording,
known as remote proctoring. It comes in various forms, including
human-involved (remote live invigilation or recorded sessions with
post-test verification) and AI-driven (solely operated by algorithms)
[19]. Institutions often opt for a hybrid approach, combining algo-
rithms to flag suspicious behaviors during tests with subsequent
review of recordings by professionals [27], referred to as ‘review-
ers’ in this paper. Although remote proctoring is often mandated
by institutions [45] as anti-cheating measures, it can adversely af-
fect test-takers’ experiences due to significant privacy concerns
[1, 7, 32]. This is because the video recordings may inadvertently
disclose sensitive information about individuals (e.g., their family
details, religious beliefs, disabilities or gender identities [6, 23]).
Additionally, test-takers may feel uncertain about how their videos
are observed by the reviewers [6, 46]. For instance, AI algorithms
in proctoring software, often trained on biased datasets, might un-
justly flag cheating incidents. When presented to reviewers, these
biases can influence their judgments, potentially leading to unfair
accusations of cheating [2, 57].

This study aims to address these issues by focusing on hid-
ing privacy-sensitive video content from reviewers to enhance
test-takers’ privacy perception. Leveraging recent advancements
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in computer vision, the study explores the scope of different ob-
fuscation methods used in various video conferencing tools (e.g.,
Zoom, Microsoft Teams) and social media platforms (e.g., Instagram,
Snapchat) to alter appearances while preserving motion in videos.
A range of methods, including blurring [34], pixelation [18], mask-
ing [39], inpainting [28] and augmented reality 3D animations [14],
can be used in live-streaming scenarios [17]. Additionally, more
advanced methods like deepfake [48], which synthesizes realistic vi-
sual content, can be implemented using sophisticated video editing
tools. This study also examines how obfuscation methods impact
test-takers’ perceptions of potential discrimination by reviewers,
as they can hide attributes like test-takers’ ethnicity, age or gender
[40], potentially preventing unfair accusations [57]. While these
methods can protect privacy and reduce discrimination, they can
also hide visual data crucial for identifying cheating behaviors like
movements in head, mouth or eye gaze [38]. This perceived reduc-
tion in cheating detection is crucial as it may influence test-takers’
likelihood to cheat, regardless of the actual detection capabilities
[13].

Hence, our research aims to: (1) identify the most relevant ob-
fuscation methods that can be applied in remote proctored videos,
and (2) investigate how potential test-takers perceive the effective-
ness of those identified methods in terms of cheating information
sufficiency, privacy protection and fairness in cheating detection.
Additionally, to assess whether these methods improve user experi-
ence (UX), we measured the willingness of potential test-takers to
share obfuscated videos with reviewers as an indicator of their trust
and attitude toward these methods [10]. To the best of our knowl-
edge, no prior research has investigated these three crucial aspects
collectively when obfuscating video content in remote proctoring
to enhance test-takers’ experiences. For this purpose, we conducted
a two-part study using a mixed-methods approach, combining a
qualitative and quantitative study.

The first part, addressing the following research questions, in-
volved semi-structured interviews with experts to explore the sig-
nificance of obfuscating specific regions (face, body, background
and other individuals) in a video.

RQ1: What specific visual information do experts believe differ-
ent video regions offer for cheating detection?

RQ2: What obfuscation methods do experts believe should be
relevant in each region to address test-takers’ privacy concerns
while ensuring sufficient information for cheating detection and
avoiding unfair accusations?

RQ3: What recommendations do experts provide for applying
the identified obfuscation methods on the video?

In the second part, to address the following research questions,
we evaluated the effectiveness of the expert-recommended region-
specific obfuscation methods with non-expert potential test-takers
in a vignette experiment. To simplify the user-testing process, we
used simulated images as a proxy for remote proctored videos with
each of the obfuscation methods applied and asked participants to
visualize them as visual scenes in the video recordings.

RQ4: What are the effects of the region-specific obfuscation
methods on test-takers’ perceptions of cheating information suffi-
ciency, privacy protection and fairness in cheating detection?

RQ5: What are the effects of the region-specific obfuscation
methods on these perceptions combined?

RQ6: What are the effects of the region-specific obfuscation
methods on test-takers’ willingness to share videos with unknown
reviewers if obfuscated with those methods?

1.1 Contributions
• Our study provides a research direction toward improving
test-taking experiences in remote proctoring by hiding sen-
sitive visual data in recorded videos. The aim is to select
obfuscation methods pragmatically not only for their ca-
pacity to balance perceptions of privacy protection and fair
cheating detection but also for their potential to foster trust
among test-takers, ensuring exam integrity while preserving
privacy.

• Our study proposes that obfuscation methods should be
tailored to regions (face, body, background and other indi-
viduals) in a remote proctored video based on their privacy
significance and frequency of cheating behavior.

• We explored different obfuscation methods with distinct
functions, eliciting different qualitative perceptions. Addi-
tionally, we highlighted fairness concerns to guide researchers
considering their implementation in videos.

2 Related Work
2.1 Cheating Detection in Remote Proctoring
In high-stakes remote testing, ensuring integrity is crucial for detect-
ing cheating, such as unauthorized resource use or external assis-
tance. Remote proctoring, a common cheating-preventive method,
typically involves three setups, each with its own challenges [19].
The first involves live monitoring by remote invigilators, who in-
tervene immediately for exam rule violations. This is resource-
intensive and lacks test-taking flexibility. The second records the
entire test session for later professional review to identify cheating
behaviors by watching the entire video, but it’s time-consuming.
The third relies on AI/ML algorithms alerting test-takers if a suspi-
cious behavior is detected during test-taking, but raises concerns
due to the nature of the datasets the algorithms are trained with.
Test-organizing institutes often use a hybrid approach [27] to ad-
dress these shortcomings, ensuring cost-effectiveness. The process
includes recording the test-taking session, with algorithms gener-
ating reports of detected cheating behavior [38] and sending these
reports to reviewers afterward, enabling them to access relevant
timestamps, hence streamlining the process [46]. Various suspicious
events (e.g., test-takers being absent from the frame, the presence of
other individuals, different individuals taking the test and students
disabling the webcam) have been documented as potential cheating
behaviors [57]. Our study focuses on the hybrid setup, promising
for obfuscation applications and streamlining cheating verification.

2.2 Privacy Concerns with Video Recordings in
Remote Proctoring

In recent times, concerns over privacy perception have surged
due to the abundance of detailed visual content captured by video
recording devices. From public surveillance cameras capturing in-
dividuals without consent [3, 52] to the use of remote proctoring
in high-stakes testing, mandated by institutional obligations [45],
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unintended recording of sensitive information like test-takers’ fam-
ily members [22], religious affiliations [23], disabilities, or gender
orientations [6] may not be considered necessary for ensuring test
integrity. Despite encryption and access control measures, increas-
ing online data breaches have heightened user concerns about
personal data privacy [9, 20], potentially leading to resistance [45]
and legal actions [31, 53]. Therefore, privacy-enhancing measures
should be perceived as robust strategies by testing stakeholders,
particularly by test-takers, as they can influence test-taking expe-
riences [1] and subsequent adoption of the practice [49]. These
measures should reassure test-takers that their videos are not inap-
propriately monitored or pose harm if shared with third parties [6],
preventing unnecessary privacy concerns and distress [1].

2.3 Fairness Concerns with Cheating Detection
Outcome in Remote Proctoring

In hybrid remote proctoring, where reviewers consult algorithm-
generated reports of detected suspicious behaviors before verify-
ing corresponding video timestamps, risks might arise in terms of
fair cheating detection. For instance, if reviewers prioritize algo-
rithm reliance over objective judgment, unfair cheating accusations
can occur due to algorithmic biases from skewed training datasets
[2, 57]. Studies [57] indicate that algorithms tend to flag individuals
with darker skin tones more frequently for cheating allegations,
particularly affecting females with dark skin tones. Moreover, algo-
rithms may flag unconventional student actions during tests (e.g.,
unusual head movements, muttering, looking to the side, leaning
on hands, wiping faces, drinking water or approaching the screen
closely) leading to increased false positives [27, 57]. Additionally,
reviewers’ personal biases, influenced by factors like test-takers’
ethnicity, skin tone and gender, can also result in unfair accusations
[15]. Given these limitations, a privacy-preserving measure should
provide assurance to test-takers that such biases will not impact
the fairness of cheating detection outcomes.

2.4 Obfuscating Video Contents in Remote
Proctoring

Privacy protection in video-based applications often involves ob-
scuring identifiable video content. Recent advancements in AI and
computer vision allow for real-time alteration of appearances in
video chats or post-editing of recorded videos using visual obfus-
cation methods like facial filters and dynamic augmented reality
animations, widely popular on social media (e.g., Snapchat, Insta-
gram etc.) and increasingly integrated into video conferencing plat-
forms (e.g., Zoom, Microsoft Teams). Some of the prevalent methods
include conventional and lightweight methods like blurring [34]
and pixelation [18] that alter a region by recalculating neighboring
pixel values;masking with a solid box [39]; inpainting to fill missing
parts [28]; to more advanced methods like deepfake technology for
synthesizing video content [48] or replacing individuals with 3D
cartoon avatars [14] and silhouette-like figures by contour masking
[29]. While concealing identifiable video content can improve the
user experience by preserving privacy perception [21], the selec-
tion of methods often relies on the objective evaluations of various
factors within specific contexts [11, 39].

One key consideration is the region of the video where obfus-
cation is applied; for example, studies show that hiding the entire
body enhances privacy perception more than just hiding the face
[5], and masking is more effective than blurring in that task [29].
However, it can also lead to the loss of crucial details relevant to the
context; for instance, masking of test-takers in remote proctored
videos can obscure vital behavioral cues like body movement or
eye gaze, underscoring the importance of balancing privacy and
utility [39]. Obfuscation methods also vary in their computational
demands [59]; for instance, applying deepfake to synthesize the test-
taker’s features during video editing could demand high processing
power, affecting test institutions’ budgets. Furthermore, evaluating
methods often involves assessing their effectiveness against not
only human observation (perceptual obfuscation) but also adver-
sarial algorithmic attacks aimed at reversing obfuscation (machine
obfuscation) [39], such as the potential identity reversibility seen in
blurring and pixelation [25]. Given the various factors influencing
such evaluations, there is a need to pragmatically select obfuscation
methods, which is explored in Section 4 followed by user evaluation
in Section 5.

2.5 User Experience in Remote Proctoring
In recent years, assessing user experience (UX) has gained popu-
larity to measure technology’s impact on users by going beyond
usability (i.e., ease of use, efficiency) and including emotional re-
sponses, trust and beliefs resulting from user interaction with a
digital product [16]. Technologies requiring users to share personal
information often face adoption challenges [49] due to concerns
about transparency in data usage and potential misuse [24], as well
as the risk of discrimination based on identifiable data, impacting
user trusts [54]. In remote proctoring, where test-takers share test-
session videos under obligatory conditions amid resistance due to
poor test-taking experiences [6, 45], assessing their trust in obfus-
cation methods applied to video content is crucial for UX, alongside
their objective evaluations for privacy safeguards and fair cheating
detection. Measuring trust through their willingness to share video
[49] under applied obfuscation can guide us assessing adoption and
hence standardizing video recording for test integrity.

3 Study Design
This study, divided into two parts, aims to identify the most promis-
ing obfuscation methods for remote proctoring video recordings
and to determine how these methods, by hiding sensitive and poten-
tially discriminatory data in the videos, affect test-takers’ perception
of privacy protection and fairness in cheating detection. Simulta-
neously, the obfuscation methods must not compromise cheating
information sufficiency, as it can influence their test-taking experi-
ence and likelihood of cheating, assuming they believe that cheating
actions can be identified. In Part 1, experts recommended obfusca-
tion methods for hiding specific video regions, known as Regions
of Interest (ROIs). Part 2 evaluated these recommended methods
with potential test-takers, assessing their perceptions of privacy,
fairness and information sufficiency, as well as their willingness to
adopt each method for remote proctoring.
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4 Part 1: Identifying Suitable Obfuscation
Methods in Remote Proctoring

This section gathers insights from expert interviews regarding
factors to consider when identifying obfuscation methods relevant
for hiding specific video regions. It also aims to propose promising
remote proctoring pipeline, such as if obfuscation should occur
in real time or post-test and the associated tasks of different test
stakeholders.

4.1 Recruitment, Interview Protocol and
Analysis

For interview purpose, we recruited nine experts based in the USA
and Europe through email within the researchers’ network (details
are provided in Appendix Table 10). They comprised three pro-
fessionals with expertise in remote proctoring within universities,
four specialists engaged in computer vision research in the industry
and academia and two researchers specialized in usable privacy,
also serving as professors in universities. Each expert engaged in
a session lasting 1-1.5 hours and received €40 for their time. The
sessions were conducted remotely in a semi-structured format.

The first author facilitated expert engagement via an online col-
laboration platform, ‘miro.com’. Interview materials are provided
in Appendix Figure 5. Initially, experts identified visual cues indicat-
ing potential cheating behaviors in different regions (faces, bodies,
backgrounds) of a visual scene by examining a simulated image
of front-facing test-takers with visible body parts. They rated the
importance of these cues on a scale from 1 (least) to 10 (most) for
cheating detection. Next, they evaluated five pre-prepared images
with various obfuscation methods applied to faces (blurred, pixe-
lated, masked, deepfaked avatarized), placing them on a 2D-MAP
with the x-axis representing privacy protection and the y-axis as
cheating detection difficulty, while elaborating on their decisions.
This process was repeated by asking experts to visualize similar
obfuscation methods applied to other regions. Experts also sug-
gested measures to mitigate potential biases by hiding potentially
discriminatory attributes to ensure fair judgments in cheating detec-
tion. Finally, experts proposed a viable solution for a cost-effective
obfuscation pipeline for remote proctoring.

To extract insights, the first author analyzed both task outcomes
on ‘miro.com’ and related discussions. The interviews were tran-
scribed and analyzed using deductive content analysis in MAXQDA
(v.2024). Initial coding involved five main categories: identifying
cheating behaviors for each region, assessing the importance of
visual cues for detecting cheating behaviors, evaluating the advan-
tages and disadvantages of obfuscation methods in each region,
proposing measures to address fairness concerns and discussing
the obfuscation pipeline. The transcripts were thoroughly reviewed
and the relevant content were highlighted, coded and categorized
accordingly. The codebook is provided in Appendix B.3.

4.2 Results
4.2.1 Significance of Regions of Interest (ROI) for Cheating Detec-
tion in Visual Scenes. The focus was on distinguishing possible
cheating instances linked to foreground (facial and body regions)
and background (stationary and moving elements like individuals
appearing behind during tests) regions or ROIs.

Most experts, particularly those with experience in remote proc-
toring, identified that the most common and frequent cheating
activities originate from the face region, with indicators such as
mouth, head and eye movement being cited as the most frequent.
This underscores the reviewers’ need for significant attention in
this area. Almost all experts stressed that potential cheating in-
stances within an ROI shouldn’t be viewed in isolation, as cheating
behavior is multifaceted and may involve various cues. For example,
body movement accompanied by a change in eye gaze direction or
a synchronized mouth movement between a test-taker and a person
in the background might indicate suspicious behavior. All identified
cheating instances to each ROI, along with potential associations
with other ROIs, are presented in Table 1. Beyond test-takers’ face
and body, the background region may also serve to detect cheating,
for example, revealing unpermitted resources or interactions with
other people. Remote testing guidelines often advise on suitable test-
taking locations to prevent such disclosures, though enforcement
may vary given the diverse living situations of test-takers.

Table 1: List of potential cheating occurrences linked to re-
gions of interest (ROI)

Concerned
ROI

Cues for
suspicious
behavior

Cheating instances
Related
ROIs

Face

Mouth move-
ment

Discussing answers using an earphone; asking for
answers from someone present

People in
background

Eye move-
ment

Looking away from the screen; interacting with
someone in the room

Head move-
ment

Interacting with someone in the room; lowering
head to the desk, possibly using unauthorized ma-
terials

Body

Body pose Moving away from the screen; interacting with
someone present

People in
background

Hand move-
ment

Using unauthorized materials (e.g., smartphone);
interacting with objects like books

Shoulder
movement

Shifting shoulders to engage in cheating activities
such as using phones, books, etc.

Background

Presence of
camera

Live-feeding computer screen for remote question
dissemination

Visible cheat
notes

Test-taker writes cryptic answers on posters or
walls

People in
background

Mouth move-
ment

Talking to the test-taker during the exam

Face, body
Body move-
ment

Approaching test-takers closely to assist or view
the computer screen

4.2.2 Obfuscation Methods to Balance Privacy Protection and Cheat-
ing Detection. Following the identification of potential cheating in-
stances for each ROI, experts evaluated common obfuscation meth-
ods (e.g., blurring, pixelation, masking, 3D avatar representation
and deepfake), focusing primarily on privacy significance and the
frequency of cheating behavior in each ROI. Additionally, factors
such as their effectiveness in improving privacy protection, retain-
ing cheating information post-obfuscation, scope of reversibility by
de-obfuscating algorithms and practical challenges like computa-
tional demands when preserving motion for faces, bodies etc. [39],
were also taken into account.

Experts observed that once test-takers are authenticated before
the test, facial and body features become less crucial for review,
allowing for their obfuscation during video editing, provided that
motion from these areas, such as eye and mouth movement or hand
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gestures, is adequately preserved. Conventional obfuscation like
blurring and pixelation were considered moderately effective for
privacy protection and cheating information preservation across
all ROIs, but masking was deemed unsuitable for the face and body
regions due to eliminating crucial indicators of suspicious behavior
and inability to preserve motion. For the face region, deepfake and
3D avatar replacement were preferred over other methods due to
their superior privacy protection (in terms of both perceptual and
identity irreversibility [25, 39, 48, 58]) and ability to retain most
cheating information if motion is preserved. However, computer
vision experts warned that they can be computationally more in-
tensive than conventional obfuscation methods, raising concerns
over institutional support and budget for video editing. Deepfaked
face was somewhat preferred over 3D avatar replacement because
the former offers more realistic identity replacement by providing
more texture information [51]. For the body region, a straightfor-
ward approach like outfit replacement can be effective, especially
if motion, including hand and shoulder movement and changes in
body poses, is well preserved. For that purpose, blurring, pixelation
and deepfake were rated by experts as viable options. To obfus-
cate infrequent instances like people appearing in the background,
a variant of masking, such as silhouette-like figure replacement
based on region contour, was suggested, as it captures suspicious
body behavior while overlooking individual indicators like eye and
mouth movements. Alternatively, a motion-preserving full-body
3D avatar could also be effective. To obfuscate the background,
blurring, pixelation or replacing it with a picture can achieve the
goal of concealing stationary objects. Table 2 summarizes the ex-
pert recommendations for obfuscation methods in each ROI. Note
that, we opted for blurring over pixelation for our user evaluation
phase in Section 5 because of their similar effectiveness [26], thus
avoiding redundancy in user assessment.

Table 2: Relevant region-specific obfuscation methods as rec-
ommended by experts

Region of interest Blurring Silhouette Deepfake 3D avatar
Face ✓ X ✓ ✓
Body ✓ X ✓ X
Background ✓ X ✓ X
People in background ✓ ✓ X ✓

4.2.3 Addressing Potential Fairness Concerns in Cheating Detec-
tion. Obfuscating face, body and other ROIs to enhance privacy
protection may simultaneously suppress discriminatory attributes,
potentially mitigating unfair judgments influenced by reviewers’
personal biases. However, concerns about fairness may still arise
regarding other discriminatory cues such as skin tone, ethnicity and
gender of test-takers [15]. Privacy experts raised concerns about
the possible interdependence between ethnicity and skin tone [57],
suggesting that altering one without the other might not ensure
fairness. Mixed opinions emerged regarding changing the skin tone
when replacing a face with a different identity, prompting user-
testing with altered skin tones. Caution was also advised to ensure
consistency by extending alterations to other visible skin areas (e.g.,
neck, hands). Moreover, replacing all faces with a single ethnicity
though may reduce discrimination, caution is needed regarding

Figure 1: Expert recommended pipeline for video obfuscation

factors like ethnic attire or ornaments that could still reveal ethnic-
ity. Addressing gender bias, including cues like hair textures and
length, also requires careful consideration.

4.2.4 Practical Obfuscation Pipeline for Remote Proctored Videos.
Considering the practical limitations of obfuscation, nearly all ex-
perts stressed that relying solely on obfuscated videos for detecting
cheating could pose significant challenges during disputes over
cheating allegations. To tackle this, they suggested securely stor-
ing an unprocessed copy of the recorded video by a trusted entity.
Region-specific obfuscation should then be applied to the original
video there, with access granted for review purposes. The unpro-
cessed video should be restricted to the test-organizing institutions,
enabling them to make final decisions [56]. The visual representa-
tion of the pipeline is depicted in Figure 1.

5 Part 2: Non-expert User Evaluation of
Obfuscation Methods in Remote Proctoring

5.1 Methodology
5.1.1 Experimental Design. We conducted a vignette experiment
with 259 non-expert potential test-takers to evaluate expert recom-
mended obfuscation methods on perceptions of privacy protection,
fairness, cheating information sufficiency and user experience (UX).
We used a 4x4 within-subject design with four obfuscation meth-
ods (blurring, silhouette, deepfake and 3D avatar) across four ROIs:
face, body, background and people in the background. However,
we only tested obfuscation methods that are specific to an ROI as
recommended by experts (see Table 2). Participants first received
a brief introduction to the current challenges of video recordings
followed by our research objectives, an example stimulus demon-
strating obfuscation, and task instructions. The experimental design
is depicted in Figure 2. Each ROI was presented with two gender
variations, showing original stimuli followed by region-specific
obfuscations alongside the originals, and participants completed
various questionnaires (details are in Section 5.1.3) accordingly.

In the survey, we used still images as test stimuli instead of video
for simplicity. Participants were instructed to visualize the image
as a visual scene in a video recording. This approach was chosen
for several reasons. Firstly, research [8, 41] indicates that static
images or frames, which are sequenced to create videos, can capture
essential aspects influencing user evaluations, even though they
may not fully represent the complexities and nuances of dynamic
video content. Additionally, static images might allow for better
systematic control over variables in a visual scene compared to
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Figure 2: The survey presents an image as a visual scene, followed by hiding a region using various obfuscation methods. For
instance, the test-taker’s face above is highlighted to indicate where obfuscation is applied. Participants then provided their
opinions using Likert scale (L) or open-ended (OE) items, with example items shown on the right side. Genders varied over the
ROI in focus: for face, body and background obfuscation, test-takers’ genders were varied; for background people, the genders
of those people were varied

video-based stimuli [36], where a subtle change in context and how
participants watch them (skipping or watching in entirety) can
introduce variability in judgments [55].

5.1.2 Creation of Stimuli. The objective was to create a set of
original images and apply obfuscation methods to them.

Creation of original images: The first step involved generat-
ing original images of test-takers in simulated webcam-captured
scenarios, ensuring equal gender representation, featuring diverse
skin tones and diverse test-taking environments such as personal
rooms or office spaces. Faces, aged between 18-40 years, sourced
from thispersondoesnotexist.com, were chosen for their realistic yet
non-existent appearance, while Adobe Photoshop’s (ver. 2024) Gen-
erative Fill feature was used to create other elements like the body
and background. Faces from various ethnicities, including black,
white, Arabic and Latin were included, resulting in two gender vari-
ations for each of the four ROIs, totaling 8 original images (refer to
Figure 3), with ethnicities randomly distributed.

Creation of modified images: The second step involved creat-
ing an augmented set of stimuli by obfuscating the original images,
following expert recommendations for region-specific obfuscation
(see Table 2). This process, varied over two genders, resulted in 20
modified images. Additionally, two variations of deepfaked faces
were created to evaluate potential fairness concerns regarding skin
tone, resulting in a total of 22 images (refer to Figure 3). Next, we
detail the various obfuscation methods employed.

1. Blurring: We applied Gaussian blur with varying radii to
balance cheating information sufficiency and privacy. Radii of 14
pixels for the face, 50 pixels for the body, 20 pixels for the back-
ground and 40 pixels for people in the background were found to
strike this balance in pilot testing (see Appendix A.2). 2. Deepfake:
To address potential gender bias in facial obfuscation, we opted for
a gender-neutral reference face created with the FaceMaker applica-
tion [44]. Using open-source deepfake tools [42], we swapped faces
while maintaining original facial expressions’ fidelity. To evaluate
fairness [47], each deepfaked face had two versions: one preserved
the original skin tone, while the other was altered to the category
3 in the Fitzpatrick scale [12], a widely accepted skin color stan-
dard. Additionally, we dressed test-takers uniformly in formal attire,

adjusted slightly for each gender, and replaced backgrounds with
freely available room pictures. 3. 3D avatar: In contrast to realistic
deepfake identities, cartoonized avatars provide less detailed visual
information [51]. Using the FaceMaker application [44], we gen-
erated gender-neutral cartoonized 3D face avatars. These avatars
replaced the original faces, with attempts made to align them with
the facial pose and expressions using Photoshop. Similarly, for indi-
viduals in the background, the visible portions were altered to 3D
full-body avatars, mimicking the subjects’ facial and body expres-
sions, using the Generative Fill feature of Photoshop. 4. Silhouette:
We used a 2D silhouette representation only for the individuals in
the background, filled with black color.

5.1.3 Measurements. We developed a questionnaire to assess test-
takers’ perceptions of a) information sufficiency for cheating de-
tection, b) privacy concerns, c) fairness concerns and d) willingness
to share video recordings with reviewers for each combination of
regions and expert-recommended obfuscation methods. The items
are described below with examples, and the full questionnaire can
be found in the Appendix Table 5. Most items used a 7-point Likert
scale (“strongly disagree” to “strongly agree”) [4]. For perceived
fairness concerns, we also included an open-ended question.

(a) Perceived Information Sufficiency: This refers to test-
takers’ belief that the obfuscated video contains enough information
to detect cheating. This perception, whether accurate or not, can
influence their willingness to cheat. Items were based on expert
interview findings on different cheating instances in various re-
gions (see Table 1). For example, we asked if test-takers thought,
“Reviewers could detect when the test-taker carries out mouth move-
ment, such as talking” for the obfuscated face region. (b) Perceived
Privacy Concerns: This refers to test-takers’ belief in how well
the obfuscation can suppress identifiable information of an individ-
ual. Items focused on the test-taker’s perception of the reviewer’s
ability to identify obfuscated regions [29]. For example, we asked if
they thought, “Reviewers could recognize the outfits of the test-taker”
for the obfuscated body region. (c) Perceived Fairness Concerns:
This refers to test-takers’ belief in whether obfuscation can effec-
tively hide potentially discriminatory information that might lead
biased reviewers to make false cheating allegations. We asked if
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Figure 3: Visual scenes were created for our vignette experiment, manipulating four regions (face, body, background and people
in the background) with relevant obfuscation methods. Both male and female subjects are represented, resulting in 8 original
visual scenes. When deepfake was applied to the facial region, the questionnaire assessed both the original and changed skin
tones of the subjects

they thought, “Biased reviewers could exhibit discrimination against
the test-taker” for each obfuscated region. We also asked an open-
ended question to assess the potential bias post-obfuscation. (d)
Willingness to Share Videos: Finally, to measure UX and prefer-
ences for sharing visual data [28, 29], we included items to assess
test-takers’ willingness to share videos with a reviewer for each
combination of regions and obfuscation methods, such as “I am
willing to share my modified video with the reviewers”.

In the survey, non-expert participants were shown 30 images:
8 original and 22 modified, which were prepared in Section 5.1.2.
According to the study design in Figure 2, participants were sequen-
tially presented with original images followed by their modified
versions for each of the four regions. For the modified images,
participants rated information sufficiency for cheating detection,
privacy concerns and fairness concerns. Privacy concern items were
skipped only for the original images since these were designed to
assess the reviewers’ ability to recognize specific ROIs, which we
assumed could be identified without obfuscation. After these steps,
participants rated their willingness to share videos for all combina-
tions of regions and obfuscation methods. The complete survey is
available in Section A.1 in the Appendix.

5.1.4 Recruitment and Ethical Considerations. To evaluate the ex-
pert recommended region-specific obfuscation methods, we con-
ducted user testing with 259 UK-based remote participants recruited

via Prolific, a reliable crowd-working platform known for providing
high-quality data [35]. This sample size ensured robust statistical
inference, crucial for guiding potential applications in remote proc-
tored videos. Adult participants aged 18 to 60 were considered eligi-
ble and were then directed to the survey. Data collection took place
in January 2024. On average, participants took 25 minutes to com-
plete the survey. The sample was non-representative, with 51.3%
female, 46.7% male, and 2% non-binary participants. On average,
participants were 32 years old (SD=10) with diverse educational
backgrounds and around 67% had a university degree. Approxi-
mately 37% had taken at least one remote proctored test in the last
three years.

At the beginning of the survey, participants were given a digital
informed consent form and a study information sheet. We followed
GDPR practices and informed participants about data collection,
storage and opt-out opportunities. Following completion, partici-
pants received a written debriefing explaining the study’s purpose
and the creation of images for research purposes. Each participant
received compensation as per Prolific’s hourly pay policy. The uni-
versity’s ethics committee reviewed and approved our research
project.

5.1.5 Data Analysis. In the following section, we address three
research questions: (1) RQ4 investigates the effect of region-specific
obfuscation methods on perceptions of information sufficiency,
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privacy and fairness; (2) RQ5 examines their effect on the overall
perceptions; and (3) RQ6 investigates their effect on participants’
willingness to share videos with unknown reviewers if obfuscated.
Following data collection, we prepared the dataset for dependent
variables in three steps. First, we assigned a maximum value of 7
uniformly to all participants for the skipped privacy concerns items
when the original images were shown (as explained in Section 5.1.3).
We then reversed the Likert scale responses for privacy and fairness
concerns to align with our research objectives, considering a rating
of 1 as 7 and vice versa, with higher scores indicating greater privacy
protection and fairness. Next, we computed the mean values of the
dependent variables if multiple items were asked within each ROI.
Finally, we averaged the ratings across the two image variations
shown per ROI. Table 3 presents the data prepared for analyzing
the dependent variables.

Statistical Analysis: To evaluate the impact of obfuscation meth-
ods on each dependent variable across ROIs, we performed linear
mixed-effects models (LMEMs). LMEMs are particularly suited for
this analysis because they can account for the variability in par-
ticipants’ responses when multiple ratings are collected from the
same participant. Although the Likert scale ratings are ordinal in
nature, LMEMs could still be performed for several reasons: (a) the
7-point Likert scale that we used is typically regarded as having
approximately equal intervals between levels [4]; and (b) Likert
scales with five or more response categories are commonly treated
as continuous in statistical analyses [33]. However, potential limita-
tions persist when treating ordinal data as continuous in parametric
methods like LMEMs. This approach can introduce biases in pa-
rameter estimation and lead to interpretation challenges, including
false alarms, loss of power and incorrect ordering of means [30].

In our LMEMs, the independent variable was the obfuscation
method applied to each ROI. The model used ‘no obfuscation’ as
the baseline for the dependent variables i.e. perceived information
sufficiency and perceived fairness, which were rated without obfus-
cation. For the remaining dependent variables, ‘blurring’ was used
as the baseline, due to its conventional use. Initial exploratory anal-
yses indicated that the residuals were neither normally distributed
nor homoscedastic. To address these violations of LMEM assump-
tions, we employed robust standard errors. Post-model diagnostics
showed that the results with and without robust standard errors
were consistent (see Appendix Table 9), suggesting that our findings
were not significantly affected by these assumption violations.

After fitting the LMEMs, we conducted post hoc pairwise com-
parisons between obfuscation methods, with a focus on estimating
effect sizes by measuring marginal mean differences (MMD). All
regression results are presented in Table 7 in the Appendix, and the
detailed pairwise comparisons are provided in Table 4. All statistical
analyses were conducted using STATA v18.

5.2 Results
5.2.1 Effects of Region-specific Obfuscation Methods on Perceived
Information Sufficiency, Perceived Privacy and Perceived Fairness.
Based on the prepared data in Table 3, PANEL 1 in Figure 4 illus-
trates the average ratings for perceptions of information sufficiency,
privacy and fairness relative to ‘no obfuscation’ condition for each
combination of ROIs and obfuscation methods. These perceptions

Table 3: Mean values with std. deviations of all dependent
variables for each combination ofROIs and obfuscationmeth-
ods. The means of perceived privacy protection in ‘no obfus-
cation’ were considered 1.00 for analysis purposes, as ex-
plained in Section 5.1.5

Region
of inter-
est (ROI)

Obfuscation
methods

Perceived
info. suf-
ficiency

Perceived
privacy
protec-
tion

Perceived
fairness

Composite
scores

Willing
-ness to
share
videos

Face of
test-taker

No obfuscation 6.14 (0.85) - 2.25 (1.13) 3.13 (0.39) -
Blurring 4.57 (1.32) 4.21 (1.45) 2.57 (1.14) 3.78 (0.66) 4.94 (1.71)
Deepfake with
original skin
tone

5.68 (1.02) 4.67 1.38) 3.12 (1.22) 4.48 (0.61) 3.42 (1.87)

Deepfake with
changed skin
tone

5.67 (1.04) 4.66 (1.38) 3.16 (1.15) 4.51 (0.61) 2.78 (1.61)

3D avatar 4.65 (1.51) 6.16 (1.04) 3.94 (1.52) 4.92 (0.74) 4.13 (2.13)

Body of
test-taker

No obfuscation 5.56 (1.04) - 2.46 (1.08) 3.01 (0.45) -
Blurring 4.99 (1.13) 4.27 (1.21) 3.61 (1.33) 4.29 (0.67) 4.49 (1.89)
Deepfake 5.22 (1.08) 5.09 (1.51) 4.31 (1.72) 4.88 (0.87) 3.97 (2.02)

Background
of test-taker

No obfuscation 5.23 (1.19) - 3.61 (0.66) 3.28 (0.48) -
Blurring 4.21 (1.25) 3.59 (1.28) 3.51 (1.39) 3.76 (0.72) 5.12 (1.73)
Deepfake 3.56 (1.55) 6.06 (1.33) 5.45 (1.55) 5.02 (0.75) 5.23 (1.78)

People in
background

No obfuscation 5.96 (0.94) - 2.69 (1.42) 3.22 (0.53) -
Blurring 4.58 (1.37) 4.62 (1.64) 3.41 (1.55) 4.21 (0.81) 4.88 (1.91)
Silhouette 3.85 (1.47) 5.97 (1.42) 4.49 (1.87) 4.77 (0.82) 4.49 (2.02)
3D avatar 4.95 (1.28) 5.07 (1.63) 3.67 (1.65) 4.57 (0.84) 3.62 (2.03)

varied across both ROIs and methods. For instance, replacing a
test-taker’s face with a 3D avatar might be perceived as better for
perceived privacy and fairness than using a realistic deepfake face,
but it could compromise more cheating information. To statistically
validate the findings from the figure, we conducted 12 mixed-effects
models for three dependent variables across four ROIs, followed by
post hoc pairwise comparisons1. Overall, the variability in depen-
dent variables was relatively low (<1.42) across all ROIs, suggesting
that the primary source of variability was the impact of obfusca-
tion methods rather than individual differences. Below, we discuss
key findings for the foreground (test-takers’ face and body) and
background (background and other people appearing in it) regions.
Detailed statistics of pairwise comparisons can be found in Table 4.

Obfuscating foreground areas: Using advanced methods such
as 3D avatars and deepfakes on the face can be perceived to provide
better privacy (all MMD>0.45, p<.001) and fairness (all MMD>0.54,
p<.001) than applying conventional blurring. However, although
3D avatars could offer better privacy (all MMD>1.48, p<.001) and
fairness (all MMD>0.77, p<.001) compared to deepfakes, they might
hide more cheating information (all MMD>1.01, p<.001) than the
latter. Interestingly, a deepfake with a changed skin tone compared
to the original skin tone may not significantly impact the dependent
variables (all MMD<0.06, p>.45). On the other hand, when obfuscat-
ing body parts, using deepfake to replace it with a covered outfit
may be better on all dependent variables than merely blurring them
(all MMD>0.21, p<.001).

Obfuscating background areas: Of the two expert recom-
mended methods (blurring and deepfake) for obscuring the static

1Note that the significance level (𝛼 ) has been adjusted to .001 (i.e., ≈ .05/55) according
to the Bonferroni correction, as a total of 55 pairwise comparisons were performed for
our analysis; please refer to Table 4 for the detailed results of the pairwise comparisons
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Figure 4: Three panels address three research questions respectively: the impact of region-specific obfuscation methods on
(RQ4) perceptions of information sufficiency, privacy and fairness; (RQ5) the combined perception; and (RQ6) willingness to
share videos if obfuscated. PANEL 1 and PANEL 2 plot bars relative to the respective baseline values

Table 4: Pairwise comparison of the effects of different ROI-specific obfuscation methods, presented as differences in marginal
means (MMD) along with 95% confidence intervals and p-values for various dependent variables. Deepfake (O) and (C) represent
deepfaking with original skin tone and changed skin tone respectively; NS denotes non-significant values at significance
level=.05 and NS+ denotes non-significant values at significance level=.001 after Bonferroni correction

Region of
interest

Comparing effects
between methods

Perceived informa-
tion sufficiency

Perceived privacy
protection

Perceived
fairness

Composite
scores

Willingness to
share videos

Face of
test-taker

Deepfake (O) - Blurring 1.09 [0.93, 1.26], p<.001 0.47 [0.28, 0.65], p<.001 0.55 [0.42, 0.68], p<.001 0.71 [0.62, 0.79], p<.001 -1.51 [-1.76, -1.27], p<.001
Deepfake (C) - Blurring 1.11 [0.95, 1.27], p<.001 0.46 [0.25, 0.66], p<.001 0.59 [0.46, 0.73], p<.001 0.72 [0.63, 0.82], p<.001 -2.15 [-2.41, -1.91], p<.001
3D avatar - Blurring 0.08 [-0.11, 0.26], p=.39NS 1.96 [1.78, 2.14], p<.001 1.38 [1.18, 1.57], p<.001 1.14 [1.04, 1.24], p<.001 -0.81 [-1.05, -0.55], p<.001
Deepfake (C) - Deepfake (O) 0.01 [-0.04, 0.06], p=.59NS -0.01 [-0.12, 0.11], p=.84NS 0.05 [-0.07, 0.17], p=.46NS 0.02 [-0.04, 0.08], p=.59NS -0.64 [-0.83, -0.45], p<.001
3D avatar - Deepfake (O) -1.02 [-1.16, -0.87], p<.001 1.49 [1.34, 1.63], p<.001 0.83 [0.63, 1.02], p<.001 0.43 [0.34, 0.53], p<.001 0.71 [0.46, 0.96], p<.001
3D avatar - Deepfake (C) -1.03 [-1.17, -0.89], p<.001 1.51 [1.35, 1.65], p<.001 0.78 [0.61, 0.96], p<.001 0.42 [0.33, 0.51], p<.001 1.35 [1.12, 1.58], p<.001

Body of
test-taker Deepfake - Blurring 0.22 [0.12, 0.33], p<.001 0.83 [0.63, 1.03], p<.001 0.69 [0.52, 0.87], p<.001 0.58 [0.49, 0.68], p<.001 -0.52 [-0.76, -0.28], p<.001

Background
of test-taker Deepfake - Blurring -0.65 [-0.81, -0.49], p<.001 2.47 [2.24, 2.71], p<.001 1.94 [1.73, 2.16], p<.001 1.26 [1.14, 1.37], p<.001 0.11 [-0.11, 0.32], p=.31NS

People in
background

Silhouette - Blurring -0.73 [-0.85, -0.62], p<.001 1.35 [1.18, 1.51], p<.001 1.08 [0.91, 1.26], p<.001 0.57 [0.48, 0.65], p<.001 -0.38 [-0.61, -0.16], p<.001
3D avatar - Blurring 0.37 [0.23, 0.51], p<.001 0.46 [0.25, 0.66], p<.001 0.26 [0.08, 0.44], p<.01NS+ 0.37 [0.26, 0.46], p<.001 -1.25 [-1.51, -0.99], p<.001
3D avatar - Silhouette 1.11 [0.95, 1.25], p<.001 -0.89 [-1.07, -0.72], p<.001 -0.83 [-1.02, -0.64], p<.001 -0.21 [-0.31, -0.11], p<.001 -0.88 [-1.09, -0.66], p<.001

background, using deepfake to replace it with an image can be per-
ceived as a better method for both privacy (MMD=2.47, p<.001) and
fairness (MMD=1.94, p<.001) - than just blurring it. But the former
may hide more cheating information than the latter (MMD=0.65,
p<.001). Also, if people show up in the background, replacing them
with a silhouette-like figure can be found to be most effective for
both privacy (all MMD>0.88, p<.001) and fairness (all MMD>0.82,
p<.001), better than using either a full-body 3D avatar or blurring.
Yet, using the silhouette could compromise on retaining cheating
information more than either a full-body 3D avatar or blurring (all
MMD>0.72, p<.001). Based on the analysis conducted so far, no single

obfuscation method emerged as the best choice across all three de-
pendent variables across ROIs. Hence, we will proceed to examine
the effects of obfuscation methods on the overall perception.

5.2.2 Effects of Region-specific Obfuscation Methods on the Per-
ceptions Combined. To address RQ5, which examines the impact
of obfuscation methods on participants’ overall perceptions, we
created composite scores by averaging the ratings of all three de-
pendent variables. Considering the variables were significantly
correlated to each other (most have r>0.15, p<.001; see Appendix
Table 6), composite scores were only used to measure the over-
all perception without encompassing a broader concept. PANEL 2
in Figure 4 presents these composite scores compared to the new
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composite baselines. We ran four mixed-effects models followed
by post hoc pairwise comparisons. In all models, variability was
low (<0.36) across ROIs, indicating that obfuscation methods had a
greater impact than individual differences.

Obfuscating foreground areas:When obscuring test-takers’
face and body, the overall perceptions of the obfuscation method’s
effectiveness can be influencedmore by perceived privacy (all r>0.67,
p<.001) and fairness (all r>0.71, p<.001), than by the amount of
cheating information being suppressed (all r>0.16, p<.001). Using a
3D avatar for the face can perform significantly better overall than
both deepfake and blurring (all MMD>0.41, p<.001). Changing the
face color with deepfake may not significantly alter perceptions
(MMD=0.02, p=.59). For body obfuscation, using deepfake to change
the outfit can significantly provide better overall perception than
just blurring it (MMD=0.58, p<.001).

Obfuscating background areas: Similar to foreground areas,
when we obscure background elements, test-takers may assess the
methods’ effectiveness more based on their perceptions of privacy
(all r>0.64, p<.001) and fairness (all r>0.76, p<.001) rather than the
extent of cheating information suppression (all r>0.03, p<.001). Us-
ing deepfake to replace a static background can produce better
results compared to merely blurring it (MMD=1.26, p<.001). Addi-
tionally, replacing individuals in the background, if present, with
a silhouette-like figure can prove more effective than employing
either a 3D avatar or blurring techniques (all MMD>0.21, p<.001).
Having identified which obfuscation methods work best for spe-
cific ROIs based on the overall perceptions, we’ll next explore if
participants’ UX aligns with those perceptions.

5.2.3 Effects of Region-specific Obfuscation on Willingness to Share
Obfuscated Video. PANEL 3 in Figure 4 addresses RQ6 by showing
average willingness ratings for each region-specific obfuscation
method. We used four mixed-effects models for four ROIs, followed
by post hoc analyses. The variability was moderately low across
all ROIs (<2.09), indicating that obfuscation methods had a greater
impact on the willingness ratings than participants’ individual
differences. Key findings are reported below.

In the face region, blurring was significantly more preferred than
either deepfakes or 3D avatars (all MMD>0.8, p<.001). Interestingly,
participants were less willing to share their videos when deepfaked
with skin color change compared to without skin color change
(MMD=0.64, p<.001). A similar preference for blurring was found for
body and background individuals, except in the background where
both blurring and deepfake had high ratings with no significant dif-
ference (MMD=0.11, p=.31). Contrary to the findings in Section 5.2.2,
where participants’ overall perceptions favored advanced obfusca-
tion methods (e.g., 3D avatar, deepfake), they predominantly opted
for blurring in all ROIs for sharing videos with reviewers. Since
the overall perceptions didn’t match their sharing preferences, we
checked for correlations and found either no relationship for fore-
ground areas (face and body) (all r<0.04, p>.45) or low correlation
(all r<0.2, p<.001) for background areas (still background and people).
This will be discussed further in the discussion section.

5.2.4 Qualitative Analysis of Scope for Discrimination Post Obfus-
cation. Our study design accounted for potential discriminatory

factors (skin tone, ethnicity and gender) based on expert recommen-
dations while creating test stimuli. Hence, we analyzed the open-
ended questions using an inductive coding process in MAXQDA
(v. 2024) to understand participants’ perceptions of obfuscation
addressing these factors. The first author generated codes during
the inductive coding process, given the short and straightforward
nature of the data (codes are provided in Appendix Table 8).

We have already observed in Section 5.2.1 and 5.2.2 that the al-
teration of participants’ skin tone while using the deepfake method
didn’t show significant effects. However, more participants (around
one-third) expressed concerns in open-ended responses regarding
the alteration of a fair-skinned test-taker to a darker skin color, com-
pared to one-fifth in the reverse scenario. They cited that altered
skin tone could bias reviewers’ perceptions of assumed ethnicity.
Next, we didn’t statistically compare the obfuscation method’s ef-
fectiveness across genders due to simultaneous alterations in the
test stimuli beyond gender, e.g., body, background. However, open-
ended responses highlighted persistent cues implying the assumed
gender of test-takers despite obfuscation in certain ROIs. Concerns
often centered around unchanged length and textures of hair in the
deepfaked face; gender-specific outfits chosen for body replacement
using deepfake; and differences in body builds even after replacing
the background individuals with a silhouette. Using 3D avatars for
replacing test-takers’ faces or background individuals’ full bodies
also raised concerns regarding the selected avatar color and gender
alignment, particularly when background individuals were replaced
with avatars of the same gender.

Fairness concerns were also reported beyond biases related to
skin tone, ethnicity and gender. For instance, inferring test-takers’
socio-economic status from unconventional test-taking places (e.g.,
a warehouse used in our study design) or perceiving the presence
of background individuals during test-taking as unprofessional
could potentially lead to discrimination. Other concerns arose like
potential distraction caused by visually appealing 3D avatars for
background individuals. Furthermore, suspicions of cheating may
arise from complete background replacement with a picture or
substituting background individuals with a silhouette, potentially
undermining the fairness of obfuscation measures.

6 Discussion
This paper addresses key challenges in remote proctoring that may
affect test-taking experience. By exploring promising obfuscation
methods that can hide privacy-sensitive details in video recordings,
the study aims to improve test-takers’ experience, for example,
their perceptions on privacy protection. It further explores whether
these obfuscation methods can eliminate potential discriminatory
attributes in the videos (e.g., test-takers’ ethnicity, gender) [57],
which may unfairly influence reviewers’ judgments and lead to
unjust accusations of cheating. Finally, these methods must not
compromise the core purpose of remote proctoring, which is to pro-
vide reviewers with videos containing enough information to detect
cheating. Test-takers’ perception of this information sufficiency
can influence their test-taking experience and their likelihood of
cheating, assuming they believe that cheating actions can be iden-
tified.
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In this study, we interviewed experts from e-assessment, com-
puter vision and usable privacy fields to identify the most promising
obfuscation methods for different video regions, such as test-takers’
face, body, background and people in the background. We then ex-
amined how these methods affect non-expert potential test-takers’
perceptions of privacy protection, fairness and information suf-
ficiency, as well as their willingness to adopt them for remote
proctoring.

We explored obfuscation methods with distinct working princi-
ples, potentially evoking varied user perceptions [29]. For instance,
blurring gradually fades content like faces; deepfake merges con-
tent characteristics with a reference to create a new realistic output;
3D avatar overlays a reference to fully conceal the content; and
silhouette replacement blacks out content based on its contour,
potentially revealing the original content due to the visible outline.

Acknowledging the computational limitations of implement-
ing promising methods like deepfake in videos, we simplified our
user testing by using simulated images instead. Participants were
instructed to imagine these images as visual scenes in video record-
ings. While static images may not fully capture the dynamic nature
of video content, they can still encapsulate crucial elements influ-
encing user perceptions [8, 41]. As these promising obfuscation
techniques mature, they may become more viable for integration
into video editing workflows in the future. Below, we provide in-
sights on obfuscations, contributing to the discourse surrounding
standardizing video recording in remote proctoring.

6.1 Obfuscating Foreground Areas of Remote
Proctored Videos

Previous studies [5, 29] found that obscuring both the face and
body of test-takers provides greater privacy protection than just
obscuring the face. However, in our study, we did not uniformly
obfuscate the full bodies of test-takers. Instead, we evaluated differ-
ent obfuscation methods separately for the face and body because
different regions of a video may offer different privacy-utility trade-
offs [11, 39]. For example, some regions may have high privacy
significance, while others may be most informative for cheating
detection (utility). Additionally, our study considers fairness in
cheating detection as another important factor in this trade-off,
alongside privacy and cheating detection.

The test-taker’s face is highly identifiable, raising significant
privacy and fairness concerns. Obfuscating the face is challeng-
ing because facial expressions, head pose and eye gaze are crucial
for detecting cheating behavior. While deepfake with realistic face
replacement can commonly be used for this purpose [48], our eval-
uation by potential test-takers (in Section 5.2.2) indicated that a
cartoonized 3D avatar replacement could be more effective, based
on the overall perceptions of privacy, fairness and information
sufficiency. This relative effectiveness of 3D avatars reflected in
higher privacy and fairness ratings (see Figure 4), aligns with a prior
study [29] indicating similar privacy benefits with avatarized face
representations. However, it’s unclear if this effect was due to the
obfuscation methods themselves or subtle differences between their
designs. For example, during stimuli design, the gender-neutral car-
toon face used in 3D avatars contrasts with deepfake methods that

retain the test-takers’ original facial characteristics (e.g., hair), po-
tentially prompting assumptions about their gender or ethnicity
and raising fairness concerns. Additionally, the adjustable size of
3D avatars can hide further cues, such as neck color, thus mitigating
assumptions about the test-taker’s ethnicity.

Body obfuscation is also important because the body can reveal
sensitive cues such as attire type or tattoos [6, 23]. The best way
to conceal these cues might involve replacing the entire body re-
gion with a realistically covered outfit. Deepfake is a promising
candidate for this, as it preserves motion information [39], such
as frequent hand or shoulder movements, crucial for cheating de-
tection. Collectively, our findings imply that achieving an optimal
level of obfuscation in remote proctoring videos may entail apply-
ing distinct obfuscation techniques for the face and body regions,
while simultaneously ensuring the preservation of critical motion
information essential for detecting cheating behaviors.

6.2 Obfuscating Background Areas of Remote
Proctored Videos

Obfuscation of background areas poses a unique challenge as it
involves concealing sensitive visual cues such as living conditions,
specific objects or the presence of other individuals (e.g., family
members) [46] without losing relevant information that may assist
test-takers. Background obfuscation requires a distinct strategy for
static backgrounds and individuals appearing in the background.
Unlike the separate obfuscation for the test-takers’ face and body,
as discussed in Section 6.1, the lower frequency of individuals ap-
pearing in the background may allow for a full-body obfuscation.

A promising approach could involve replacing the static back-
ground with a generic picture for all test-takers using deepfake,
similar to video conferencing tools, while excluding any individuals
detected in the background. This also mitigates potential discrim-
ination against test-takers based on factors like social status or
lack of professional background, especially when tests are taken in
unconventional places, as discussed in Section 5.2.4. Next, adhering
strictly to remote testing guidelines for an ideal test-taking environ-
ment without visible individuals may be impractical for test-takers
with diverse living situations. However, if interactions between
test-takers and those individuals are strictly prohibited during test-
taking, a silhouette-like figure replacing their entire body, while
preserving motion and contour, can still be informative for cheating
detection while ensuring privacy protection. However, caution is
needed, as the silhouette’s contour may lead to assumptions about
their gender, potentially undermining fairness expectations.

6.3 Visual Obfuscation - a Preferred Solution
for Remote Proctoring?

State-of-the-art obfuscation methods (e.g., deepfake, 3D avatar) ap-
pear promising in offering test-takers adequate levels of perceived
privacy protection, perceived fairness and perceived information
sufficiency. However, non-expert participants expressed hesitancy
in sharing their videos with unknown reviewers, particularly when
obfuscating their faces or bodies using these methods. In contrast,
blurring emerged as the preferred solution for both regions com-
pared to those advanced methods. This resonates with the findings
from a prior study [29] on applying obfuscation methods to social
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media photos, where solutions offering lower privacy but higher
information sufficiency were favored. Our study also considered
fairness aspects alongside privacy and cheating detection in the
context-dependent evaluation of the privacy-utility trade-off [50].
Based on the willingness ratings, it appears that the perceived ef-
fectiveness of those advanced techniques (i.e., deepfake, 3D avatar)
in retaining crucial cheating information may be lacking, or there
might be a lack of trust [10, 43] in their practical implementation.
Test-takers may also have concerns about potential video glitches,
issues related to avatar design, or the selection of gender and skin
tone for face or body replacement, that can affect obfuscation ef-
fectiveness. Blurring may also be preferred due to its familiarity
and cost-effectiveness. Hence, addressing these concerns could bol-
ster test-takers’ trust in more advanced obfuscation methods and
encourage them to share obfuscated videos more willingly. Taken
together, our study offers insights into the expected outcomes when
implementing obfuscation techniques on video recordings, paving
the way for further research, as outlined in Section 8.

6.4 Safeguarding Privacy of the Unprocessed
Video Files

Figure 1 outlines the expert-recommended proctoring pipeline,
where different region-specific obfuscation methods can be applied
to the copies of the video recordings for review. It is also important
to preserve the privacy of the unprocessed videos. In practice, video
recordings are typically stored for several weeks or months before
deletion, as mandated by test-organizing institutes [6]. If long-term
retention of unprocessed videos is intended, institutes may also
consider a temporal redaction approach [37], which can obfuscate
different video regions after a specific period of time. This, how-
ever, needs further research into the appropriateness of effective
redaction strategies in this context.

7 Actionable Guidelines for Researchers and
Practitioners

Our study suggests insights with following guidelines for balancing
test-takers’ perceptions of privacy and fair cheating detection in
remote proctoring setups, particularly if obfuscation solutions are
applied during post-test video processing.

(1) Effective obfuscation methods for distinct regions:
(a) Foreground region: Replacing a test-taker’s face with a

sufficiently large uniform 3D avatar face can effectively
hide facial features, including the neck, while retaining
real-time expressions like eye gaze, mouth and head move-
ments, crucial for successful cheating detection. Next, a
standardized gender-neutral professional outfit, such as a
formal suit, can effectively replace the body region, pre-
serving the movement of hands and shoulders.

(b) Background region: Choosing a uniform generic back-
ground image for replacement can effectively conceal test-
taking environment and bias-inducing elements, but test-
organizing institutes should verify for presence of cameras
behind test-takers in unprocessed videos after reviewers
assess the obfuscated videos, crucial for cheating detec-
tion. Individuals in the background can be replaced with a

mono-colored 2D silhouette-like figure by accurately mea-
suring their body contour and retaining real-time body
movements.

(2) Practical remote proctoring pipeline: A hybrid remote
proctoring approach combines algorithmic-based cheating
detection with manual verification. Recorded videos should
be securely stored with a trusted entity; relevant obfuscation
methods can be applied to a copy of the recorded videos
and shared with external reviewers hired by test-organizing
institutes (refer to Figure 1). Only the institutes would have
access to the unprocessed videos for a final review based
on reports from reviewers, to resolve potential disputes if
test-takers challenge cheating allegations.

8 Limitation and Future Scope
While this study highlights the potential of region-specific obfus-
cation methods to improve the test-taking experiences, future re-
search could expand upon this work to fully understand and realize
their benefits in remote proctoring.

First, while our survey relied on static images to illustrate obfus-
cation methods, future studies could apply these methods directly
to video recordings of test-takers to provide participants with a
more realistic portrayal. However, this approach would require
addressing various technical, logistical, legal and ethical challenges.
Furthermore, well-constructed guidelines aimed at ensuring fair-
ness could also be developed to address any additional fairness
concerns that may arise, particularly regarding modified regions in
the videos post-obfuscation. Second, exploring the perspectives of
proctoring managers could offer valuable insights into the practical
challenges and feasibility of implementing obfuscation techniques
in real-world scenarios. Third, we constructed scales (Table 5) for
test-takers’ perception of privacy, cheating information sufficiency
and fairness using ad-hoc items. The development and validation
of standardized scales for these dimensions could greatly benefit
researchers in this area. Finally, while our survey sampled a diverse
group of participants as potential test-takers, future studies could
target specific populations such as students or professionals to
explore potential differences in their perceptions and experiences
with remote proctoring.

9 Conclusion
This study marks an initial step toward enhancing test-takers’ ex-
periences in remote proctoring by addressing key concerns sur-
rounding the review of proctored videos: protecting their privacy
and accurate and fair cheating detection. Through the selective ob-
fuscation of privacy-sensitive visual data in various video regions
(test-taker’s face, body, background and individuals in the back-
ground) using expert-recommended (N=9) obfuscation methods,
we evaluated their impact on potential test-takers’ (N=259) overall
perceptions of those three dimensions as well as their willingness
to share obfuscated videos. Our findings underscore the significant
impact of region-specific obfuscation methods on participant ex-
periences, suggesting that optimal outcomes may be achieved by
tailoring obfuscation methods across regions (e.g., 3D avatar on the
face, deepfake on the body, silhouette on background individuals).
We provide guidance for researchers and practitioners to assess
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the cost-effectiveness of testing these methods with real proctored
videos before practical implementation, while also advocating for
further research in this pertinent and evolving field.
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A Materials used in Non-expert Evaluation
A.1 Supplementary Files
The files containing the complete survey and the dataset used
for analysis can be accessible at: https://osf.io/3prv8/?view_only=
40c7e78d248342e8b770d7098e923360

A.2 Pilot Studies for Non-expert Evaluation
While modifying the created stimuli by blurring different regions
of interest (ROI) e.g., face, body, background and people in the back-
ground, a brief pilot test involving six participants was conducted.
They adjusted the radius of the blurred ROI using a slider (ranging
from 1-100), aiming for a balance between effective ROI conceal-
ment and visual information sufficiency for cheating detection. The
median value of the collected blurred radius for each ROI was ap-
plied to the modified stimuli. We also conducted another pilot study
of the entire survey with 10 participants recruited from Prolific,
using a feedback box to identify any issues with the questions or
image quality. Since no changes were made to the survey afterward,
the responses from this pilot test were included in the data analysis.

A.3 Details of Items used in Survey

Table 5: Measurements during vignette experiment with non-
experts

Scale Region of
Interest
(ROI)

Items used in the survey with 7-point Likert scale on agree-
ment. The levels used are: Strongly disagree, Disagree, Some-
what disagree, Neither disagree nor agree, Somewhat agree; Agree,
Strongly agree

Perceived
information
sufficiency

Face

1. Reviewers could detect when the test-taker carries out mouth
movement, such as talking.
2. Reviewers could detect when the test-taker interacts with
other people (in the room).
3. Reviewers could detect when the test-taker looks away from
the screen.

Body

1. Reviewers could detect test-taker’s body movements suggest-
ing unauthorized use of resources (e.g smartphone).
2. Reviewers could detect when the test-taker moves from their
seat.

Background

1. Reviewers could detect when the test-taker interacts with
other people in their environment.
2. Reviewers could detect the presence of a camera in the back-
ground recording the test-taker’s computer screen.

People in
background

1. Reviewers could detect when the person in the background
talks.
2. Reviewers could detect when the test-taker interacts with the
person in the background.

Perceived
privacy
concerns

Face 1. Reviewers could recognize the identity of the test-taker.

Body 1. Reviewers could recognize the outfits of the test-taker.
2. Reviewers could recognize the body identity of the test-taker.

Background
1. Reviewers could recognize the objects present in the back-
ground.
2. Reviewers could recognize the location of the test-taker.

People in
background

1. Reviewers could recognize the identity of the person in the
background.

Perceived
fairness
concerns

All four ROIs

1. Biased reviewers could exhibit discrimination against the test-
taker.

(Open-ended question) What aspects of the test-taker’s modified
image might be used by a biased reviewer to discriminate against
this test-taker?

Willingness to
video sharing All four ROIs 1. I am willing to share my modified video with the reviewers.

A.4 Correlations Table for Non-expert
Evaluation

Table 6: Pairwise Correlations between dependent vari-
ables. Pearson’s correlation coefficient. +p<.1, ∗p<.05, ∗∗p<.01,
∗∗∗p<.001

ROI Dependent variables (1) (2) (3) (4) (5)

Fa
ce

(1): Perceived privacy 1.00
(2): Perceived info. sufficiency -0.29*** 1.00
(3): Perceived fairness 0.31*** -0.15*** 1.00
(4): Composite score 0.66*** 0.31*** 0.69*** 1.00
(5): Willingness to video sharing -0.02 -0.01 0.01 -0.01 1.00

B
od

y

(1): Perceived privacy 1.00
(2): Perceived info. sufficiency -0.25*** 1.00
(3): Perceived fairness 0.24*** -0.06+ 1.00
(4): Composite score 0.61*** 0.34*** 0.79*** 1.00
(5): Willingness to video sharing -0.13** 0.18 0.05 0.03 1.00

B
ac
kg

ro
un

d (1): Perceived privacy 1.00
(2): Perceived info. sufficiency -0.44*** 1.00
(3): Perceived fairness 0.64*** -0.34*** 1.00
(4): Composite score 0.78*** 0.01 0.84*** 1.00
(5): Willingness to video sharing 0.07+ -0.01 0.19*** 0.16*** 1.00

Pe
op

le
in

ba
ck

gr
ou

nd (1): Perceived privacy 1.00
(2): Perceived info. sufficiency -0.45*** 1.00
(3): Perceived fairness 0.37*** -0.26*** 1.00
(4): Composite score 0.64*** 0.09** 0.77*** 1.00
(5): Willingness to video sharing 0.16*** -0.07+ 0.18*** 0.19*** 1.00
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A.5 Regression Table from Non-expert
Evaluation

Table 7: Effects of different region-specific obfuscation meth-
ods on the dependent variables. Since ratings without ob-
fuscation were only collected for perceived information suf-
ficiency and fairness, the mixed-effects model coefficients
along with 95% CI for these variables are presented relative
to the ‘no obfuscation’ condition as the baseline. For the re-
maining dependent variables, the coefficients along with 95%
CI are shown relative to ‘blurring’ as the baseline. The base-
lines are shown in bold font
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A.7 Diagnostic Assessment of Normality and
Homoskedasticity Assumptions for LMEMs

Table 9: Shapiro-Wilk Test for Normality and Breusch–Pagan
Test for Homoskedasticity of LMEM Residuals

ROI Dependent variables
Shapiro-Wilk results
for normality test

(W-statistics, z-score, p-value)

Breusch–Pagan test results
for heteroskedasticity

Fa
ce

Perceived privacy W=0.99, z=2.79, p=.002 𝜒2(1)=10.75, p<.001
Perceived info. sufficiency W=0.95, z=12.32, p<.001 𝜒2(1)=13.16, p<.001
Perceived fairness W=0.98, z=12.13, p<.001 𝜒2(1)=72.85, p<.001
Composite score W=0.99, z=2.86, p=.002 𝜒2(1)=2.38, p=.12
Willingness to video sharing W=0.99, z=0.78, p=.21 𝜒2(1)=2.36, p=.13

B
od

y

Perceived privacy W=0.98, z=4.51, p<.001 𝜒2(1)=19.11, p<.001
Perceived info. sufficiency W=0.96, z=11.99, p<.001 𝜒2(1)=8.24, p<.005
Perceived fairness W=0.99, z=8.68, p=.01 𝜒2(1)=3.73, p=.05
Composite score W=0.99, z=1.02, p=.15 𝜒2(1)=0.59, p=.44
Willingness to video sharing W=0.99, z=0.68, p=.25 𝜒2(1)=0.21, p=.65

B
ac
kg

ro
un

d Perceived privacy W=0.96, z=6.37, p<.001 𝜒2(1)=0.39, p=.53
Perceived info. sufficiency W=0.99, z=7.99, p<.001 𝜒2(1)=100.58, p<.001
Perceived fairness W=0.97, z=10.04, p<.001 𝜒2(1)=29.01 , p<.001
Composite score W=0.99, z=0.51, p=.31 𝜒2(1)=0.06, p=.81
Willingness to video sharing W=0.95, z=6.78, p<.001 𝜒2(1)=76.32, p<.001

Pe
op

le
in

ba
ck

gr
ou

nd Perceived privacy W=0.98, z=5.38, p<.001 𝜒2(1)=21.03, p<.001
Perceived info. sufficiency W=0.99, z=10.81, p<.001 𝜒2(1)=9.75, p<.001
Perceived fairness W=0.99, z=8.59, p<.001 𝜒2(1)=9.69, p<.001
Composite score W=0.99, z=3.75, p<.001 𝜒2(1)=30.57, p<.001
Willingness to video sharing W=0.99, z=1.36, p=.09 𝜒2(1)=5.11, p=.02

B Materials used in Expert Evaluation
B.1 Tasks During Experts’ Interviews

Figure 5: The expert interviews followed a sequence of tasks:
Task 1 involved listing cheating instances for each region in
the image shown; Task 2 focused on identifying and rating
(1-10) visual information that could be suppressed through
obfuscation without compromising cheating detection. Ex-
ample only shows cues for face and body. Other regions were
also discussed; Task 3 allowed experts to assess the privacy-
cheating trade-off for eachmethod in each region. They were
required to drag and drop according to their assessment. Task
4 involved a discussion on the obfuscation pipeline, guided
by the existing flow diagram of remote proctoring

B.2 Recruitment of Experts for Interviews

Table 10: Details of experts being interviewed

Experts Designation Expertise

E-Assessment
Experts

Programme leader 4+ years in proctoring university exams and privacy
related research

Programme manager ∼5 years in proctoring university exams

Assessment specialist 1+ year in proctoring university exams

Computer Vision
Experts

Key researcher 20+ years in CV research, with 10+ years particularly
in surveillance domain

Delivery head 10+ years in the surveillance domain with 5 years in
privacy protection research

Staff research scientist 4 years in digital face manipulation research using neu-
ral networks

Scientific staff 3 years in CV research with biometric data protection

Privacy
Experts

Assistant professor 5 years in usable privacy research in remote proctoring

Associate professor 8 years in HCI research, specializing in usable privacy
for ubiquitous systems

B.3 Codebook for Qualitative Analysis of
Expert Interviews

(1) Identify cheating behaviors: This category has 4 subcate-
gories based on 4 video regions or ROIs.
• 1.1 Cheating behaviors in face
• 1.2 Cheating behaviors in body
• 1.3 Cheating behaviors in background
• 1.4 Cheating behaviors in people in the background
The codes are repetitive for all subcategories, mentioned
with example quotes. They are: 1) dishonest behaviors
(“...it’s clear that that this person is talking to someone else”),
2) unauthorized behaviors (“obviously if another person
appears on the screen..., I assume the prerequisite for this exam
was to be alone in the room” ), 3) unusual behavior pattern
(“If the shoulder is moving..., the hands are moving, more than
needed for typing ends”) and 4) risk of false flags (“frozen
screen and stuff like that. And so the things can go wrong
there...”)

(2) Useful visual cues for cheating detection: This category
also has 4 subcategories based on 4 video regions or ROIs.
• 1.1 Visual cues in face
• 1.2 Visual cues in body
• 1.3 Visual cues in background
• 1.4 Visual cues in people in the background
Repetitive codes for all subcategories are mentioned with
example quotes: 1) crucial cues to preserve (“face pose is a
logical indicator, or say meaningful to understand where she’s
looking”), 2) traits can be concealed (“not sure umm...how
she looks adds any value to cheating, all it matters to form
facial expressions ...that can be helpful to have” ), and 3) cues
as frequent indicators (“depends on cheating, I think, hmm.
most visible part is face ... you can have idea looking at her
face if she’s cooking something”)

(3) Evaluation of obfuscation methods: This category also
has 4 subcategories based on 4 video regions or ROIs.
• 1.1 Evaluation with face
• 1.2 Evaluation with body
• 1.3 Evaluation with background
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• 1.4 Evaluation with people in the background
Repetitive codes for all subcategories are mentioned with ex-
ample quotes: 1) privacy evaluation (“...blurring is actually
low privacy and the actual subject face can be retained with
a different filter.. they can see the body and the face, and the
colour, probably gender...”), and 2) cheating detection eval-
uation (“I see you want to change the outfits. Replacement is
a good technique in my opinion for privacy, how about they
hide cheat sheet in their.. Let’s say shirt’s pockets. You miss out
on important information for your cheating assessment” )

(4) Ensure fairness in cheating detection: This category has
2 subcategories.
• 1.1Measures for test-takers: The codes: 1) gender (“Doesn’t
matter if you’re woman or a man. Same face for everyone if
you are replacing their faces... But Very boring as a reviewer
to watch them having the similar face. ok. Not sure about
any new bias for it. ...People always try to make an assump-
tion.”), and 2) skincolor (“I would also fix the colour for also

to avoid biases when I will put a. Let’s say 3D fictional face. I
would just keep it like a standard colour umm or something
you know so it doesn’t give out” )

• 1.2 Measures for people in the background: Only one code:
gender (“...I would prefer virtual avatars. I see. for the full
body. It should be same avatar for all ...Keeping gender
constant”)

(5) Practical obfuscation pipeline This category has two
codes: 1) access to original video (“The first line of review,
the Proctor slash reviewers. They will, they will watch some
sort of Anonymized version. Can still detect all the important
features. if the secretaries of the examination boards in our situ-
ation would watch the normal video without anonymization.”),
and 2) issues with obfuscated videos (“I think students
would feel much more comfortable. Secretaries can still check
if you are wrongly flagged I think. ...huge issues when you
rely only on Anonymized versions. Solving privacy issues umm
introducing ethical issues even more, some trust issues”)
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